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#### Abstract

Classic automated algorithm selection (AS) for (combinatorial) optimization problems heavily relies on so-called instance features, i.e., numerical characteristics of the problem at hand ideally extracted with computationally low-demanding routines. For the traveling salesperson problem (TSP) a plethora of features have been suggested. Most of these features are, if at all, only normalized imprecisely raising the issue of feature values being strongly affected by the instance size. Such artifacts may have detrimental effects on algorithm selection models. We propose a normalization for two feature groups which stood out in multiple AS studies on the TSP: (a) features based on a minimum spanning tree (MST) and (b) nearest neighbor relationships of the input instance. To this end we theoretically derive minimum and maximum values for properties of MSTs and $k$-nearest neighbor graphs (NNG) of Euclidean graphs. We analyze the differences in feature space between normalized versions of these features and their unnormalized counterparts. Our empirical investigations on various TSP benchmark sets point out that the feature scaling succeeds in eliminating the effect of the instance size. A proof-of-concept AS-study shows promising results: models trained with normalized features tend to outperform those trained with the respective vanilla features.
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## 1. Introduction

The Euclidean traveling salesperson problem (TSP) is a prominent NP-hard combinatorial optimization problem of huge practical relevance, e.g., for the fabrication of printed circuit boards as well as for transportation and logistics applications. The problem can be described as follows: we are given a complete undirected graph $G=(V, E)$ with $n=|V|$ nodes, node set $V=\{1, \ldots, n\}$ and pairwise distances $d(i, j), 1 \leq i, j \leq n$ between the nodes which are determined by the Euclidean metric. The goal is to compute a tour of minimal length that visits each city exactly once and eventually returns to the start of the tour. Formally, we seek a permutation $\pi: V \rightarrow V$ that minimizes the cost function

[^0]$$
c(\pi)=d(\pi(n), \pi(1))+\sum_{i=1}^{n-1} d(\pi(i), \pi(i+1))
$$

The TSP has been an intriguing problem in research for decades. It has ever since served as a test-bed for algorithmic ideas ultimately culminating in the development of the highly sophisticated exact TSP solver concorde [1] and several very well-performing heuristics such as the local-search algorithm LKH [12] and the genetic algorithm EAX [23,24].

Both algorithms perform well on different TSP instances potentially with a large performance gap to each other [8] which motivates per-instance automated algorithm selection (AS) for the TSP. In the past decade, during the rise of machine learning and more precisely AS-related research, the TSP continued to attract researchers $[4,5,8,9,14,17,19,22,25,27,33,34]$. In the context of AS, initiated by Rice in the 1970s [30], the core idea is to predict - by means of machine learning models termed selectors in this field - the most likely best-performing solver for a given problem instance $I \in \mathcal{I}$ from a set $\mathcal{A}$ of at least two candidate solvers (see $[16,18]$ for recent surveys on $A S$ ). In classic AS approaches the instance space $\mathcal{I}$ in the selector-mapping $S: \mathcal{I} \rightarrow \mathcal{A}$ is replaced by a $p$-dimensional feature-space $\mathcal{F} \subset \mathbb{R}^{p}$, and each instance is mapped to the feature space by a computationally low-demanding function $f: \mathcal{I} \rightarrow \mathcal{F}$. The selector can be replaced by $S: \mathcal{F} \rightarrow \mathcal{A}$.

In order to numerically characterize TSP problems, hundreds of features were developed by several groups [14,22,27]. Exemplary features that stand out in several studies as crucial performance-discriminating features, are based on properties of a minimum spanning tree (MST) of the graph at hand (e.g., summary statistics of the depth of nodes in the MST) or statistics of nearest neighbor relationships including weakly/strongly connected components (CCs) of a so-called $k$-nearestneighbor graph transformation ( $k-N N G s$ ) of the source graph, e.g., the number of CCs or the size of the largest CC. However, until now, those features were used in an unnormalized way which may be detrimental and is certainly against intuition. As an example say we have two graphs $G_{1}$ with 30 nodes and $G_{2}$ with 3000 nodes respectively. The number of weakly connected components in the 2-NNG may be up to 10 for $G_{1}$ and 1000 for $G_{2}$ as we shall see later, although the pattern of weakly connected components in the $2-$ NNG is the same for both graphs, i.e., a collection of 3 -cliques. ${ }^{1}$ Such artifacts may induce a negative impact on algorithm selection due to features being dependent on the instance size. This motivated the conference version of this work [11] and its extension presented in this paper. The aim is to introduce normalized versions of established TSP features

$$
f_{\mathrm{norm}}: \mathcal{I} \rightarrow \mathcal{F}_{\mathrm{norm}} \subseteq[0,1]^{p}
$$

The respective normalization is based on the theoretical derivation of minimum and maximum values of MST- and nearest neighbor relationship features which proved to have considerable discriminating impact on AS models in previous works [17, 27]. This is a substantial and mathematically sound extension of preliminary normalization efforts [27], in which the feature values have been divided by the instance size.

We will show that our normalized features not only improve the understanding of feature and algorithm performance relations but also allow for constructing high-performing AS models on the Euclidean TSP across instance sizes. Section 2 provides the theoretical concept of our normalization approach together with the respective normalized feature variants. Compared to the conference version, the considered feature groups are extended by distance based features in this paper. Following is an overview of the considered instance sets and inexact TSP solvers in Section 3. An exploratory illustration of the feature normalization effects on widely used and commonly accepted TSP instance sets [17] is presented in Section 4. A proof-of-concept AS study in Section 5 illustrates the promising potential of the introduced feature sets as input to automated algorithm selection models. Eventually, Section 6 summarizes the paper and discusses future work.

## 2. Normalizing features

In this section we derive theoretical results to normalize specific features. In abstract language, given a TSP feature value $f \in \mathbb{R}$ for a Euclidean graph $G$, we seek for lower and upper bounds $f_{\min }$ and $f_{\max }$ for the respective feature among all Euclidean graphs in order to calculate the normalized feature

$$
f_{\mathrm{norm}}:=\frac{f-f_{\min }}{f_{\max }-f_{\min }} \in[0,1]
$$

Deriving those upper and lower bounds of the features and normalizing with them is desired for two main reasons in addition to general interest. First, algorithmic performance should be independent of the scaling of distances within an instance, and therefore, selectors and the used features dependent on the distances should be independent as well. Contrarily, the algorithmic performance may differ depending on $n$, and therefore, the features should encode this information. However, this information can be represented by one feature: the instance size. Including the information in multiple features may introduce noise, complicating the task of a selector from a machine learning perspective. Nevertheless, in some cases the upper and lower bounds may scale differently compared to the mean feature value over the distribution of all

[^1]instances. In those cases, even a normalized feature value, encoding a certain property of an instance, may shrink or grow with $n$. Subtracting the mean feature value over the distribution of all instances for given $n$ and dividing by the standard deviation would alleviate this problem. However, even if a uniform distribution of nodes in an instance could be assumed representative, deriving the expected feature values is far from trivial. Coarse normalization methods, e.g., dividing by the mean as done in $[37,38]$, may be one approach to the problem. In the case of different scaling behaviors we deem the derivation of upper and lower bounds important for a second reason. In recent work instances were evolved with a space filling approach based on the upper and lower bounds [7]. This reveals new insights into what characteristics of an instance cause different difficulty levels for the solvers. Those insights, in turn, help understand the solver behavior and ultimately can result in better selectors.

For this study, we do not consider all 200+ TSP features from the literature for two simple reasons: (1) space limitations, and (2) we do not have formal proofs for all feature normalizations (yet). Nevertheless, we do emphasize that a normalization of all features is desirable in future. Here, we focus on two feature groups that have proven to be very promising in discriminating solver performance in past TSP algorithm selection studies [17,27], namely features based on a minimum spanning tree of the input graph (MST features) and the nearest neighbor relationship features (NN features). Implementations of the (normalized) features are available within the package salesperson [3] for the statistical programming language R [28]. ${ }^{2}$

### 2.1. Preliminaries

A graph $G=(V, E)$ consists of a set of nodes $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and a set of edges $E$. For brevity we denote by $n:=|V|$ and $m:=|E|$ the respective sizes. In a directed graph each edge $(u, v)$ between nodes $u, v \in V$ has an orientation. In contrast, in undirected graphs there is no orientation which is highlighted by the set-style notation $\{u, v\}$. Each node $v \in V$ is associated with Euclidean coordinates ( $x_{v}, y_{v}$ ) in the Euclidean plane. A function $d: V \times V \rightarrow \mathbb{R}_{\geq 0}$ describes distances/travel costs between pairs of nodes. $d$ is a pseudometric and referred to as distance function in the following. The distance $d(u, v)$ between two nodes $u, v \in V$ corresponds to the Euclidean distance of the node coordinates of $u$ and $v$ in the plane. A directed path is a sequence of nodes $v_{1}, \ldots, v_{l}$ such that ( $v_{i}, v_{i+1}$ ) $\in E$ for $1 \leq i<l$. In an undirected path, the corresponding undirected edges need to exist. For $U \subset V$ we define by $G[U]:=(U,\{e \in E| | e \cap U \mid=2\})$ the induced subgraph of $G$ given $U$; $G[U]$ contains all nodes from $U$ and all edges which link each two nodes in $U$. A graph is (strongly) connected if every node is reachable via a (directed) path from every other node. A subset of nodes $C \subset V$ is called a strongly connected component if the induced subgraph $G[C]$ is strongly connected and there is no superset of $C$ that is strongly connected. Likewise, $C \subset V$ forms a weakly connected component if the induced subgraph is maximally weakly connected where the latter means that each node is reachable from any other node if edge orientations are neglected. A spanning tree of $G$ is an acyclic subgraph of $G$ covering all nodes. A minimum spanning tree (MST) is a spanning tree with minimum sum of edge weights across all possible spanning trees.

## 2.2. $k$-nearest-neighbor graph based features

An important group of TSP features relies on characteristics of local nearest-neighbor relations, i.e., nodes and their $k$ nearest neighbor nodes. ${ }^{3}$ This feature set was introduced by Pihera \& Musliu [27] and is based on a $k$-NNG transformation of the input graph ( $k$-NNG features). Below, we give a formal definition following the notation used in [27].

Definition 2.1 ( $k$-nearest-neighbor graph). Let $G=(V, E)$ be a graph with distance function $d: V \times V \rightarrow \mathbb{R}_{\geq 0}$. For $1 \leq i \leq$ $n-1$ let $N(v, i)$ be the $i$-th nearest neighbor of node $v \in V$. Further denote by $E_{k}^{d}=\{(v, N(v, i)) \mid v \in V, 1 \leq i \leq k\}$ and $E_{k}^{u}=\{\{v, N(v, i)\} \mid v \in V, 1 \leq i \leq k\}$ the set of directed/undirected edges between nodes and their $1 \leq k \leq n-1$ nearest neighbor nodes. Then we call $G_{k}^{d}=\left(V, E_{k}^{d}\right)$ and $G_{k}^{u}=\left(V, E_{k}^{u}\right)$ the directed/undirected $k$-nearest-neighbor graph ( $k$-NNG).

Fig. 1 gives an impression of $k$-NNGs for different values of $k$ on instance a280 from the TSPLIB [29]. Given the directed and undirected $k-$ NNG for a fixed $k$, this feature group consists of the number of weakly/strongly connected components and summary statistics of the number of nodes across weakly/strongly connected components, i.e., the mean, median, minimum, maximum and the span. It is obvious that these take values that highly depend on the graph size $n$. It should be noted that Pihera \& Musliu also introduce normalized versions of these features, where normalization is achieved by dividing with instance size $n$. Since $n$ is not the maximum value achievable for most of the features (see our derivations below) we do not consider this step as a sufficiently precise normalization. Therefore, we next derive results on the minimum and maximum possible values in order to normalize all NNG-features mathematically soundly.
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Fig. 1. From left to right: an MST, 1-NNG, 3-NNG and 5-NNG of TSPLIB instance a280.
Theorem 2.1. For a complete undirected graph $G=(V, E)$ with $d: V \times V \rightarrow \mathbb{R}_{\geq 0}$ and $k \geq 2$ the minimal number of weakly/strongly connected components in $G_{k}^{d}$ and $G_{k}^{u}$ equals one.

Proof. Consider a graph where nodes $v_{1}, \ldots, v_{n}$ are placed circular with equidistant distances between neighbor nodes. Then for $k=2$, in $G_{k}^{d}$, each node is linked to its two neighbors on the cycle via directed edges. In consequence, in $G_{k}^{d}$ each node can be reached from any other node, e.g., by following edges in clock-wise direction. Thus, the number of strongly connected components equals one and so does the number of weakly connected components. Adding further edges in case $k>2$ does not change the connectivity and therefore the results transfer to the general case.

Theorem 2.2. For a complete undirected graph $G=(V, E)$ with $d: V \times V \rightarrow \mathbb{R}_{\geq 0}$ and $k \geq 2$ the maximum number of weakly connected components in $G_{k}^{u}$ is $\lfloor n /(k+1)\rfloor$.

Proof. Each weakly connected component contains at least $k+1$ nodes since every node is linked to its $k$ nearest neighbors and reachability is symmetric in undirected graphs. Thus, the number of weakly components is at most $\lfloor n /(k+1)\rfloor$.

An example for a Euclidean graph with a maximal number of weakly connected components is a graph with $\left\lfloor\frac{n}{k+1}\right\rfloor$ non-overlapping clusters where the inter-cluster distance is higher than the distance between any pair of nodes within a cluster.

The following lemma will prove useful to derive the maximum number of strongly connected components in $G_{k}^{d}$.
Lemma 2.1. For any $0<q<1 / 2, L \geq 0$ and $k \geq 1$ it holds that $q^{L}>q^{L+1}+q^{L+2}+\ldots+q^{L+k}$.
Proof. Let $L \geq 0$ and $k \geq 1$ and $0<q<1$. Then we have

$$
\begin{aligned}
\sum_{j=1}^{k} q^{L+j} & =q^{L}\left(\sum_{j=1}^{k} q^{j}\right)=q^{L}\left(\sum_{j=0}^{k} q^{j}-1\right) \\
& =q^{L}\left(\frac{1-q^{k+1}}{1-q}-\frac{1-q}{1-q}\right)=q^{L}\left(\frac{q-q^{k+1}}{1-q}\right) \\
& =\frac{q^{L+1}(\overbrace{\left.1-q^{k}\right)}^{<1}}{1-q} \leq \frac{q^{L+1}}{1-q}
\end{aligned}
$$

where we used the geometric sum $\sum_{j=0}^{n} q^{j}=\frac{1-q^{n+1}}{1-q}$ for $q \neq 1$ in the third equation. Eventually $q^{L+1} /(1-q)<q^{L} \Leftrightarrow q<$ $1-q \Leftrightarrow q<1 / 2$.

Theorem 2.3. For a complete undirected graph $G=(V, E)$ with $d: V \times V \rightarrow \mathbb{R}_{\geq 0}$ and $k \geq 1$ the maximum number of strongly connected components in $G_{k}^{d}$ equals $n-k$.

Proof. We first construct a complete Euclidean graph $G=(V, E)$ with exactly $n-k$ strongly connected components in $G_{k}^{d}$ and later argue, that more than $n-k$ components are impossible. Consider an $n$-vertex path where $n$ nodes $v_{1}, \ldots, v_{n}$ are aligned from left to right. Let $C=1 / 3$ be a constant. Place the nodes co-linear such that $d\left(v_{i}, v_{i+1}\right)=C^{i}$ for $1 \leq i<n$. In consequence, $d\left(v_{1}, v_{2}\right)>d\left(v_{2}, v_{3}\right)>\ldots>d\left(v_{n-1}, v_{n}\right)$. We show that for $1 \leq i \leq n-k$ the $k$ nearest neighbors of $v_{i}$ are $v_{i+1}, \ldots, v_{i+k}$. Since the distances $d\left(v_{i}, v_{i+1}\right)$ are monotonically decreasing this holds if and only if $d\left(v_{i}, v_{i+k}\right) \leq d\left(v_{i-1}, v_{i}\right)$. We have


Fig. 2. Illustration of the 2-NNG graph of a 5-vertex path with strictly decreasing consecutive distances. Solid lines are forward edges, dashed lines are backward edges. Colors indicate membership to strongly connected components; in total there are $5-2=3$ here.

$$
d\left(v_{i}, v_{i+k}\right)=\sum_{j=0}^{k-1} d\left(v_{i+j}, v_{i+j+1}\right)=\sum_{j=0}^{k-1} C^{i+j}<C^{i-1}=d\left(v_{i-1}, v_{i}\right)
$$

where the first equality is due to the graph being Euclidean and the inequality follows from Lemma 2.1.
Hence, building the directed $k-N N G$ up to node $v_{n-k-1}$ does not introduce any cycles. However, for the latter nodes $v_{n-k+1}, \ldots, v_{n}$ there need to be right-to-left (backward) edges to fill up the set of $k$ nearest neighbors which introduces directed cycles into the $k$-NNG up to node $v_{n-k}$. Hence, there is one component of size $n-(n-k-1)=k+1$ which results in a total number of $n-k$ strongly connected components. See Fig. 2 for a visualization with $k=2$.

Eventually, we argue that there cannot exist a graph $G$ where $G_{k}^{d}$ has strictly more than $n-k$ strongly connected components. To this end it is sufficient to show that there has to be one component with at least $k+1$ nodes. Consider a $k$-NNG $G_{k}^{d}=\left(V_{G}, E_{G}\right)$ with strongly connected components containing at most $l<k+1$ nodes. For the nodes $v_{i}$ in a component $C$ of $G_{k}^{d}$ with $l$ or less nodes it holds that there are at least $k+1-l$ edges $\left(v_{i}, v_{j}\right) \in E_{G}$ with $v_{j} \notin C$. If each component in $G_{k}^{d}$ is reduced to one node, the resulting graph is still directed and must also be acyclic, otherwise not all components have been reduced. However, each node of the new graph must have at least one outgoing edge, since there are fewer than $k+1$ nodes in each component. This leads to a contradiction, since an acyclic graph must have at least one sink.

We are now ready to formulate lower and upper bounds for summary statistics of the number of nodes in weakly and strongly CCs of the $k$-NNG of Euclidean graphs.

Theorem 2.4. For the number of nodes in the weakly connected components of the $k$-NNG $G_{k}^{u}$ of any Euclidean graph with $d: V \times V \rightarrow$ $\mathbb{R}_{\geq 0}$ and $\frac{n}{3} \geq k+1$, the following holds:

1. The minimum and maximum values of the mean are $\frac{n}{[n /(k+1)\rfloor}$ and $n$, respectively.
2. The minimum and maximum values of the median are $k+1$ and $n$, respectively.
3. The minimum and maximum values of the maximum are

$$
k+1+\left\lceil\frac{(n \bmod (k+1))}{\lfloor n /(k+1)\rfloor}\right\rceil
$$

and $n$, respectively.
4. The minimum and maximum values of the minimum are $k+1$ and $n$, respectively.
5. The minimum and maximum values of the span ${ }^{4}$ are 0 and $n-2(k+1)$, respectively.

Proof. The upper bounds are trivial: all statistics except for the span take their maximal possible value $n$ if there is just one single weakly CC containing all nodes; this is possible as shown in Theorem 2.1. The span takes its minimum, zero, in this case. Since the minimal possible number of nodes in a weakly connected component is $k+1$ the minimal possible number of nodes in a weakly connected component in $G_{k}^{u}$ is $k+1$. Thus, $k+1$ is as well the minimal possible value for the median if there are cases with more than half of the components having $k+1$ nodes. This is satisfied if two components have $k+1$ nodes and a third contains all remaining nodes. Note that for $k+1>\frac{n}{3}$ this is not possible since then only two strongly components can exist as a weakly CC has at least $k+1$ nodes. The mean number of nodes in a weakly CC is smallest if the nodes are equally distributed between the highest possible number of weakly connected components as described in Theorem 2.2 and therefore is $\frac{n}{[n /(k+1)\rfloor}$. Like the median the maximal number of nodes in a component cannot be smaller than $k+1$ as well and if $n$ is not divisible by $k+1$, it is smallest if the remaining nodes are evenly distributed between all components.

Eventually, the span of the number of nodes takes its maximal value if there are only two components, one containing the minimal number of nodes possible and one with all other nodes. Since the smallest number of nodes in a component is $k+1$ the maximal span is $n-2(k+1)$.

[^3]

Fig. 3. MST node depth calculation on eil51.


Fig. 4. An $n$-vertex path of odd length. Each node is labeled with its depth.

Theorem 2.5. For the number of nodes in the strongly connected components of the $k-N N G G_{k}^{d}$ of any Euclidean graph with $d: V \times$ $V \rightarrow \mathbb{R}_{\geq 0}$ and $n-2>k$, the following holds:

1. The minimum and maximum values of the mean are $\frac{n}{n-k}$ and $n$, respectively.
2. The minimum and maximum values of the median are 1 and $n$, respectively.
3. The minimum and maximum values of the maximum are $k+1$ and $n$, respectively.
4. The minimum and maximum values of the minimum are 1 and $n$, respectively.
5. The minimum and maximum values of the span are 0 and $n-2$, respectively.

Proof. Like in the case of weakly CCs (see Theorem 2.4) all statistics except for the span are maximal if there is only one single component containing all nodes. This is possible due to Theorem 2.1. As a consequence, the span of the number of nodes in the strongly CCs is minimal and zero in this case. As discussed in the proof of Theorem 2.3 the minimal possible number of nodes in a strongly connected component is one. Hence, one is the minimal possible value for the median if there are cases with more than half of the components having one node. This is satisfied if two components have one node and a third contains $n-2$ nodes. The minimal mean value is reached if nodes are distributed between the maximum number of strongly connected components as described in Theorem 2.3. Therefore the maximum mean value is $\frac{n}{n-k}$. The maximal number of nodes in a strongly CC is minimal in the same case.

As argued in Theorem 2.3 there is always at least one component with $k+1$ nodes; this is a lower bound for the maximal number of nodes in a single component.

The span is maximal if there are only two components, one containing the minimal number of nodes possible and one with all other nodes. Since the smallest number of nodes in a component is one the maximal span is $n-2$.

### 2.3. Minimum spanning tree depth features

Another crucial group of TSP features relies on a minimum spanning tree of the input instance. ${ }^{5}$ Given an MST, this feature group consists of minimum, maximum, mean, median and the span of the node depth in an MST of the source graph. The algorithmic implementation of the node depth calculation is as follows: an initial depth value $D=1$ is initialized. Next, the algorithm removes leaf nodes recursively labeling them with $D$ and increasing $D$ after each iteration by one. The process is repeated until all nodes are labeled. Fig. 3 visualizes the process on TSPLIB instance eil51.

Lemma 2.2. Among all trees with $n$ nodes, the n-vertex path has the maximal sum of depths.

[^4]

Fig. 5. The MST depicted by the dashed lines corresponding to the case of minimal mean depth.

Proof. Note that the depth calculation does an "onion-peeling" by iteratively removing leaf nodes. For a tree, in every iteration at least two leaf nodes are removed. Now on a $n$-vertex path the algorithm performs exactly $\lceil n / 2\rceil$ iterations while on any other graph the number of iterations is upper bounded by $\lceil n / 2\rceil$.

Theorem 2.6. For the n-vertex path we have:

1. The mean depth equals $\frac{n}{4}+\frac{1}{2}$ for even $n$ and $\frac{\lceil n / 2\rceil^{2}}{n}$ for odd $n$.
2. The median depth is $\frac{n}{4}+\frac{1}{2}$ if $n \bmod 4=0$ and $\left\lceil\frac{n}{4}\right\rceil$ otherwise.
3. The maximum depth is $\left\lceil\frac{n}{2}\right\rceil$ and the span $\left\lceil\frac{n}{2}\right\rceil-1$.

Proof. Ad (1): We distinguish $n$ even and $n$ odd. For even $n$ we see that each depth between 1 and $n / 2$ is counted twice (see Fig. 4). Hence, the mean depth is given by

$$
\frac{1}{n} \sum_{i=1}^{n / 2} 2 i=\frac{2}{n} \sum_{i=1}^{n / 2} i=\frac{2}{n} \cdot \frac{(n / 2)(n / 2+1)}{2}=\frac{n}{4}+\frac{1}{2}
$$

where we used the formula for the arithmetic sum $\sum_{k=1}^{n} k=n(n+1) / 2$. For odd $n$ we obtain

$$
\begin{aligned}
\frac{1}{n}\left(\sum_{i=1}^{\lfloor n / 2\rfloor} 2 i+\left\lfloor\frac{n}{2}+1\right\rfloor\right) & =\frac{\lfloor n / 2\rfloor(\lfloor n / 2\rfloor+1)+(\lfloor n / 2\rfloor+1)}{n} \\
& =\frac{(\lfloor n / 2+1\rfloor)^{2}}{n}=\frac{\lceil n / 2\rceil^{2}}{n}
\end{aligned}
$$

Ad (2): Let $x_{(i)}$ denote the $i$-th order statistic of the depth values. Note that all but one depth value occur twice for an $n$-vertex path. Therefore, $x_{(\lceil n / 2\rceil)}=\lceil n / 4\rceil$. Hence, the median value is $\lceil n / 4\rceil$ for both odd and even $n$. The case where $n$ is a multiple of 4 requires special attention. Here, the values $x_{([n / 2\rceil)}$ and $x_{([n / 2\rceil+1)}$ differ by one. Therefore,

$$
\frac{x_{(\lceil n / 2\rceil)}+x_{(\lceil n / 2\rceil+1)}}{2}=\frac{n / 4+n / 4+1}{2}=\frac{n}{4}+\frac{1}{2} .
$$

Ad (3): The values for maximum depth and span are obvious.
The structure of an MST with minimal depth is not trivial since a node within an MST of a Euclidean graph in the two dimensional space cannot have a degree greater than six as shown in [31]. In the following, we will first describe the construction of a graph with a variable number of nodes $n$ that we will then show to have an MST of minimal possible depth.

In this regard, consider a graph $G=(V, E)$ that follows the fractal structure depicted in Fig. 5 and - "zoomed in" for more details - in Fig. 6. All nodes are placed around an initial node $I \in V$ with five nodes $P_{i}, 1 \leq i \leq 5$ being placed on the vertices of a regular pentagon and for all $v_{j} d\left(I, P_{i}\right)=r_{1}<d\left(I, v_{j}\right), v_{j} \in V, v_{j} \neq P_{i}, 1 \leq i \leq 5$. Around the nodes $P_{i}$ four nodes $C_{3, i, k}, 1 \leq k \leq 4$ are placed. Note that the index of the nodes $C_{l i k}$ consists of three parts that locate the node in the fractal structure. The first part $l$ states the level of the fractal structure the node belongs to, $i$ identifies the node $P_{i}$ that the considered node is allocated to and $k$ counts the nodes with same $l$ and $i$. For the four nodes around every $P_{i}$ it holds that $d\left(C_{3, i, k}, C_{3, i, l}\right)=d_{3}>d\left(P_{i}, C_{3, i, l}\right)=r_{2}, 1 \leq k \leq 4, l \neq k, 1 \leq l \leq 4$. This ensures that $\forall l, \forall k, \forall f, \forall t d\left(C_{l, i, k}, C_{f, i+1, t}\right)<r_{1}$ where the radius $r_{2}$ is set to be $\left(d\left(P_{i}, P_{i+1}\right)-r_{1}\right) / 3 . C_{3, i, 1}$ is placed to the left of $P_{i}$ between the circle $c_{1}$ with radius $r_{1}$


Fig. 6. The repetitive pattern if more nodes of further levels are added. Dashed lines are the MST-edges and circles represent the area within that no other node can be placed without a change of the edge of the MST. The grey circle part is from the circle around the initial node $I$. $C_{3, i, 4}$ and $C_{3, i, 1}$ lie between the border of this circle part and the tangent $t$ at $P_{i}$. Around $C_{3, i, 1}$ nodes of the next level are depicted.
around $I$ and the tangent $t$ of $c_{1}$ on $P_{i}$ with a distance to $t$ of one third of the distance between the intersections of $t$ and $c_{1}$ with the circle $c_{2}$ with radius $r_{2}$ around $P_{i}$. The same applies for $C_{3, i, 4}$ in a mirrored way. This construction pattern is repeated for nodes of greater levels in the fractal structure. Those nodes $C_{l, i, k}$ are added analogously but instead of $I$ now $C_{l-2, i,\left\lceil\frac{k}{16}\right\rceil}$ is considered and instead of $P_{i}$ now $C_{l-1, i,\left\lceil\frac{k}{4}\right\rceil}$ is considered. The MST $T=\left(V, E_{T}\right)$ of this graph contains the edges of $G$ that connect the initial node with every $P_{i}$ and those edges that connect every node with its four surrounding nodes of the next level. This is because $G$ is constructed in such a way that those edges are the shortest of the node of the lower level to any other node.

Theorem 2.7. The mean depth of an MST with $n>7$ nodes is minimal if its structure corresponds to the structure of graph $T$.
Proof. An MST with a smaller depth would either have more than five nodes around the initial node or on average more than four nodes around every succeeding node. As stated before the maximal number of nodes that can be connected to one single node within an MST of a Euclidean graph is six for the case of the two dimensional space [31]. If six nodes are placed around $I$ the eighth point $C_{3,1,1}$ cannot lie between $t$ and $c_{1}$ since the $P$-nodes have the same distance to $I$ and to their neighboring $P$-nodes and following from that $d\left(P_{5}, I\right)>d\left(P_{5}, C_{3,1,1}\right) \vee d\left(P_{2}, I\right)>d\left(P_{2}, C_{3,1,1}\right)$ and hence, $\left(I, P_{5}\right) \notin E_{T} \vee\left(I, P_{2}\right) \notin E_{T}$. Therefore, only two nodes of the next level can be connected to every $P_{i}$ in this case. Thus, the MST of this case has a smaller depth for $n=7$, an equal depth for ( $n<7$ ) $\vee(7<n<10)$ and a smaller depth for $n>9$. If an MST would have on average more than four connected succeeding nodes around every node other than the initial node this means that some nodes would have five or six connected succeeding nodes. Six connected succeeding nodes are not possible since then no preceding node could be connected to the considered node. If a node is connected to five succeeding nodes the preceding node has to lie at the last free point for the case of six nodes around one node. Thus, the preceding nodes of the considered node could only have two preceding nodes as in the case for the six nodes around $I$ yielding an average of less than four preceding nodes per node.

With this, the minimal possible median depth of the MST is one since more than half of the nodes are leaves. The maximal depth in this case can be calculated by calculating the greatest completed level $L$ of this tree starting at one as the depth. The level $L$ is therefore the largest integer for which $1+\sum_{i=0}^{L-2} 5 \cdot 4^{i} \leq n$. The number $\sum_{i=0}^{L-2} 4^{i}$ interpreted in the quaternary number representation is a string with all ones. This means multiplying this number with three and adding one yields a string in quaternary representation with a leading one and $L-2$ zeros, i.e. $4^{L-1}$. Thus, $\sum_{i=0}^{L-2} 4^{i}=\frac{\left(4^{L-1}-1\right)}{3}$ and with this $4^{L-1} \leq \frac{3}{5} n+\frac{2}{5}$ and since $L$ is the largest integer for which this inequality holds $L$ can be computed by $L=$ $\left\lfloor\left(\log _{4}\left(\frac{3}{5} n+\frac{2}{5}\right)+1\right\rfloor\right.$. With this, the number of remaining nodes $R$ that are not sufficient to complete the current level can be calculated by $n-\left(\frac{5}{3} \cdot 4^{L-1}-\frac{2}{3}\right)$. If $R>4^{L-1}$ more than one branch accruing from the five $P$ nodes has remaining nodes as its leafs. This means the depth of the root node and therefore the maximal depth is $L+1$ and, otherwise $L$. In both cases, the span is the max depth minus one. Second, the sum of all depths without $R$ is computed by $L+\sum_{i=1}^{L-1} 5 \cdot 4^{i-1} \cdot(L-i)$. Then, the growth of the sum of all depths by adding $R$ nodes can be calculated with a recursive function $f(r, l)$ with $r$ being the number of nodes at level $l$ that have a greater depth because of the remaining nodes $R$. If $l=1$ the function evaluates to $r+\mathbb{1}_{r>1}$ where $\mathbb{1}_{r>1}$ is the indicator function which evaluates to 1 if the predicate $r>1$ is true and to 0 otherwise, and else $r+f\left(\left\lceil\frac{r}{4}\right\rceil, l-1\right)$. Finally, the mean of all depths can be calculated by

$$
\frac{1}{n}\left(L+\sum_{i=1}^{L-1} 5 \cdot 4^{i-1} \cdot(L-i)+f(R, L)\right)
$$



Fig. 7. Circles drawn around a sample instance with maximal possible minimal NN distance between all cities.

### 2.4. Calculation of $d_{\max }$

A big part of the salesperson features is built upon the distance between two nodes. The feature groups concerned with those distances are the distance, the nearest neighbor distance and the MST-distances feature group. The last feature group is part of the MST-based feature group and the nearest neighbor distance features are closely related to the $k$-NNG features as they are statistics of the distances between nearest neighbors. Thus, both feature sets are promising features to extend the previously considered feature groups. Especially for those features the minimal distance between two nodes, i.e., the minimal nearest neighbor distance occurring in the instance, is of interest. While the lower bound of the minimal distance between two nodes is trivially 0 the upper bound needs to be derived with more thought. We will call this upper bounding distance $d_{\max }$ in the following and since it is the basis for different feature groups, we will cover the calculation of $d_{\max }$ in this section before we cover the different feature groups.

Consider the case that every distance from one city to its nearest neighbor is maximal and the same for every city. In this case a circle can be drawn around every city with a radius of $r_{\max }=\frac{d_{\max }}{2}$ such that none of those circles overlap. Only if this is the case no distance between two cities is smaller than $d_{\max }$. Furthermore, the circles must be packed in the highest possible density so that $r_{\text {max }}$ is the maximal possible radius around every city. This is known as the circle packing problem. For equal circles, Thue [35] proved that the most efficient packing is hexagonal packing, and thus, that the ratio of the area covered by the circles to the overall area is upper bounded by $\left(\frac{\pi}{2 \sqrt{3}}\right)$ [35]. Hexagonal packing in this context means that every circle has six circles placed directly around itself except for those at the border of the bounding box. An example of this can be seen in Fig. 7.

With the formula for the area covered by the circles, the number of cities $n$ and the formula for one circle area $\pi r^{2}$, the following equation can be derived for $n \rightarrow \infty$ :

$$
\begin{equation*}
n \pi r_{\max }^{2}=\left(\frac{\pi}{2 \sqrt{3}}\right) \cdot A \tag{1}
\end{equation*}
$$

Here, $A$ denotes the area of the smallest box containing all cities (bounding box). However, this only holds true for $n \rightarrow \infty$. If for instance $n \leq 20$ circles should be fitted in a square the optimal solutions do not cover a $\frac{\pi}{2 \sqrt{3}}$ fraction of the space and look structurally very different depending on $n$ [26]. Thus, an exact calculation of $d_{\max }$ for every possible $n$ and bounding box is not feasible. However, for large $n$ the fraction of the space covered by the circles will approximate $\frac{\pi}{2 \sqrt{3}}$ and we can therefore derive an upper bound that is not tight but close to the exact upper bound for large $n$.

Theorem 2.8. For a TSP instance with $n \geq 2$ cities in a bounding box with side lengths $a$ and $b$ the following inequality holds:

$$
d_{\max } \leq \frac{\frac{a+b}{2}+\sqrt{\left(\frac{a+b}{2}\right)^{2}+4(n-1)\left(\frac{a b}{2 \sqrt{3}}\right)}}{n-1}
$$

Proof. Consider the case of regular circle packing: If for some $n$ and a specific bounding box a packing is optimal that does not yield the highest possible density, Equation (1) would overestimate $r_{\max }$. This is true since with the equation it would be assumed that more space of the bounding box is covered by the circles than they do. In the considered variation of circle packing, the circles can be partially outside of the considered bounding box if the centers of the circles, the cities, are still on the border of the bounding box. If many circles are partially outside of the bounding box, the maximal minimal distance between two cities can be greater since the circles at the border occupy less area of the bounding box. Thus, the minimal distance is maximal if the most possible cities are at the border of the bounding box and the remaining cities are packed in
the densest possible manner. The most cities are at the border of the bounding box if one is at every corner of the bounding box and if cities are placed with a distance of $d_{\max }$ to each other on the edges. Hence, at most there are 4 cities with three quarters and $2\left(\frac{a}{2 r_{\text {max }}}-1+\frac{b}{2 r_{\text {max }}}-1\right)$ cities with halves of their surrounding circles outside of the bounding box. The last calculation may not necessarily yield an integer value, but the calculated value will nevertheless be an upper bound for the cities on the edges. Further, the highest possible density of the internal packing is bounded from above by $\frac{\pi}{2 \sqrt{3}}$. Therefore, by subtracting the sum of full circle areas that can maximally be outside of the bounding box from $n$ in Equation (1) the following inequality can be derived:

$$
\pi r_{\max }^{2}\left(n-\left(\frac{a}{2 r_{\max }}+\frac{b}{2 r_{\max }}+1\right)\right) \leq \frac{\pi}{2 \sqrt{3}} a b
$$

Finally, by substituting $r_{\max }=\frac{d_{\max }}{2}$ and solving the inequality for $d_{\max }$ we get the inequality of the theorem.

### 2.5. Nearest neighbor distance features

The nearest neighbor distance features are statistics on the distances from a node to its nearest neighbor. For the lower bounds it should be noted that not all distances can be 0 , i.e., all nodes cannot lie at the same location, since the normalization is derived with respect to the bounding box of the instance which depends on the location of the nodes. Thus, if the edge lengths $a$ and $b$ of the bounding box are not 0 there has to be at least one nearest neighbor connection, whose edge length is not 0 as well.

Theorem 2.9. For the nearest neighbor distances of an instance with $n$ nodes, edge length $a$ and $b$ of the corresponding bounding box and a function $\operatorname{dm}(n, a, b)$ that returns the upper bound for the maximal minimal distance $d_{\text {max }}$ between nodes, the following holds:

1. The minimum value of the mean is 0 and the maximum value is smaller than $\operatorname{dm}(n, a, b)$.
2. The minimum value of the median is 0 and the maximum value is smaller than $d m\left(\left\lceil\frac{n}{2}\right\rceil+2, a, b\right)$.
3. The minimum and maximum values of the maximum are 0 and $\sqrt{a^{2}+b^{2}}$, respectively.
4. The minimum and maximum values of the minimum are 0 and $d_{\max }$, respectively.
5. The minimum and maximum values of the span are 0 and $\sqrt{a^{2}+b^{2}}$, respectively.

Proof. The mean nearest neighbor distance is minimal if all nodes lie at the same location. The nearest neighbor distance of all nodes is 0 in this case. Thus, the mean nearest distance is 0 , too. Further, the mean is maximal if the sum of all nearest neighbor distances is maximal. This is equivalent to circle packing as described above with unequal sized circles and the goal to maximize the sum of the sums of the radii of the circles and their smallest neighboring circle. In the optimal structure, if a circle is not at the border of the bounding box it must touch at least three other circles since otherwise it could have a larger radius without the need to diminish the radius of another circle. Thus, on the one hand increasing a circle in such an arrangement that is bigger or equal to its neighboring circles will decrease the overall sum since the area the circle takes up grows quadratically with the radius which needs to be compensated by the remaining circles. A decrease of a circle that is bigger than its neighboring circles on the other hand will allow the neighboring circles to increase with a surplus in the growth of the overall sum. Hence, in the optimal case all circles have equal sizes and the optimal structure is hexagonal packing as in Section 2.4. The median nearest neighbor distance has a trivial lower bound. If more than half of the nodes lie at the same location the median is 0 . The upper bound for the median is not the same as the one for the mean since almost the half of the nearest neighbor distances can be 0 . Therefore, the half minus one nodes can lie at the same location and be treated as one node. Thus, the problem is finding $d_{\max }$ for $\left\lceil\frac{n}{2}\right\rceil+2$ nodes.

The upper bound for the maximal nearest neighbor distance is the longest possible distance that can occur in an instance, namely $\sqrt{a^{2}+b^{2}}$. This value is realized if all but one nodes lie at the same position and the last node spans the bounding box. The lower bound is achieved if all nearest neighbor distances are 0 as in the case of the minimal mean. The bounds for the minimal nearest neighbor distance are trivial.

The lower bound for the span is 0 which is the case when all nearest neighbor distances are the same as for the maximal mean. The upper bound equals the upper bound of the maximal nearest neighbor distance and is achieved in the same scenario.

### 2.6. Minimum spanning tree distance features

The MST distance features are statistics on the edge lengths of the MST. Since the edge lengths of the minimal spanning tree depend on the shortest possible way to connect the cities to each other the upper bounds of the statistics depend on $d_{\text {max }}$.

Theorem 2.10. For the edge lengths of an MST of an instance with $n$ nodes, edge length $a$ and $b$ of the corresponding bounding box and a function $d m(n, a, b)$ that returns the upper bound for the maximal minimal distance $d_{\text {max }}$ between nodes, the following holds:

1. The minimum value of the mean is $\frac{\sqrt{a^{2}+b^{2}}}{n-1}$ and the maximum value is smaller than $d m(n, a, b)$.
2. The minimum value of the median is 0 and the maximum value is smaller than $d m\left(\left\lceil\frac{n}{2}\right\rceil+2, a, b\right)$.
3. The minimum and maximum values of the maximum are $\frac{\sqrt{a^{2}+b^{2}}}{n-1}$ and $\sqrt{a^{2}+b^{2}}$, respectively.
4. The minimum and maximum values of the minimum are 0 and $d_{\max }$, respectively.
5. The minimum and maximum values of the span are 0 and $\sqrt{a^{2}+b^{2}}$, respectively.

Proof. The minimal possible mean of the distances within an MST is obtained if the nodes are equally distributed across the shortest path that can define the bounding box. The nodes that define the path can lie on the corners of the bounding box in which case there only need to be two such nodes or at the edges of the bounding box requiring four such nodes. For the case of four nodes all nodes can be placed freely on their edge. On the edges with length $b$ the fractions $q, p \in[0,1]$ and on the edges with length $a$ the fractions $u, v \in[0,1]$ determine the location of the nodes. Assuming that $q$ and $u$ have a greater or equal value to their counterpart the shortest path length $l$ can be calculated as: $l=\sqrt{((1-q) b)^{2}+(v a)^{2}}+$ $\sqrt{((1-v) a)^{2}+((1-p) b)^{2}}+\sqrt{((1-u) a)^{2}+(p b)^{2}}$. In order to minimize $l$ the values $u$ and $q$ should be set to 1 which yields $l=v a+\sqrt{((1-v) a)^{2}+((1-p) b)^{2}}+p b$. Finally, since squaring adding and then taking the square root of two values will be smaller than just adding them $p$ and $v$ should be set to 0 . I.e., all four nodes are located on the two edges of the bounding box if $l$ is to be minimized. Thus, the case with only two nodes defining the bounding box yields the shortest path. Therefore, the lower bound for the minimal mean of the distances within the MST is $\frac{\sqrt{a^{2}+b^{2}}}{n-1}$.

The upper bound is the same as for the mean of the nearest neighbor distance but not the argumentation. According to Prim's algorithm the MST contains all nearest neighbor connections. Thus, an MST can also be constructed by first, finding the undirected $k$-NNG with $k=1$, second, creating a distance matrix for the distances between the components, where a distance between two components equals the smallest distance between any two nodes of the components and then repeating the process until there is only one component remaining. From Theorem 2.9 follows that the average nearest neighbor distances of the nodes cannot be greater than $\operatorname{dm}(n, a, b)$. However, the nearest neighbor distances of the components correspond to second or higher nearest neighbor distances and could therefore increase the mean distance. To construct an MST with maximal distance the nodes in the components should be arranged equidistant as described in Theorem 2.9 for the maximal mean nearest neighbor distance. Consider in the following the case of two nodes per component, the argumentation, however, works with any number of nodes. Further components of components would also lead to the same result. If the two nodes of a component would lie at the exact same location the components can be viewed as individual nodes and therefore the sum of the nearest neighbor distances is again maximized with hexagonal packing. For $n \rightarrow \infty$ the $d_{\max }$ of this case is $\sqrt{2}$ times larger than the $d_{\max }$ of the base instance. However, since the distances of the two nodes within the components are 0 , the mean of edge lengths within the TSP will still be smaller than $d_{\max }$. If the distance between the nodes of the components is increased the shape that needs to be packed is that of two overlayed circles where one of them is shifted by the increase of the distance. This new shape needs more space and since the new shape gains the area of a sickle the additional space needed will be greater with the first increases of the distance between the two nodes than with last increases. Hence, since more and more increases lead finally to hexagonal packing with no components this means if there is a higher upper bound it must be a small variation of hexagonal packing. However, increasing the distance of one node to its neighboring nodes in hexagonal packing will cause at least one of the distances to the nearest neighbor of one of those neighboring nodes to decrease by the same amount. Thus, the maximal mean distance within an MST is $d_{\max }$. The argumentation for the remaining statistics is the same as for Theorem 2.9.

After deriving the theory of normalizing TSP features, we proceed with an empirical analysis and testing of our outcome in the following sections. With this we demonstrate the advantages of normalized TSP features.

## 3. Instances and algorithms

In this section, a brief overview of the used TSP instances, considered TSP solvers and validation of the solvers' runtimes is given. The full set of considered instances is the union of three sets from the literature enhanced by new, generated instances.

The first set was already used in Kerschke at al. [17] and is referred to as ECJ2018 in the following. It consists of a collection of instances from different sources, including artificially generated instances such as random uniform Euclidean (RUE) instances, strongly clustered instances (Netgen), and hybrids "in-between" resulting from "morphing" each one RUE and Netgen instance (Morphed); for details on the morphing process we refer the interested reader to [22]. In addition, the set contains real-world instances from the well-known TSPLIB [29] benchmark (TSPLIB), instances from the very large scale integration (VLSI) application area and instances considering subsets of real-world cities (National). Fig. 8 gives an exemplary impression of the structural differences between the instance types. In total, there are 1844 TSP instances in this set. Next, we also used the instance set that was proposed in [5] consisting of 450 instances in total. The number of cities for each instance is $n \in\{500,1000,2000\}$. These instances were generated in an evolutionary process using sophisticated mutation operators with the goal to evolve instances which show severe performance differences between state-of-the-art solvers EAX and LKH (see below). We refer to this set as FOGA2019. The third set of instances is taken from [33]. It consists of


Fig. 8. Exemplary instances from the considered instance set. From left to right row by row: RUE, Netgen (two dense clusters), Morphed (combination of the two preceding instances), TSPLIB, VLSI, National, and evolved (with simple mutation) as well as evolved (with sophisticated mutation).

Table 1
Overview of all instance subsets including the PAR10 and PQR10 scores for the three considered solvers EAX, LKH and Concorde (best performing solvers are highlighted in bold while second bests are underlined).

| Set | Num. of Cities |  |  |  | Num. of Instances | PAR10 |  |  | PQR10 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min. | Median | Mean | Max. |  | EAX | LKH | Concorde | EAX | LKH | Concorde |
| ECJ2018 [17] |  |  |  |  |  |  |  |  |  |  |  |
| RUE | 500 | 1250 | 1250 | 2000 | 600 | 16.53 | 163.13 | 1319.92 | 12.82 | $\underline{150.08}$ | 1284.95 |
| VLSI | 662 | 1412 | 1311 | 1973 | 18 | 5.46 | $\underline{59.85}$ | 6544.21 | 4.68 | $\underline{41.91}$ | 6230.43 |
| TSPLIB | 574 | 1291 | 1195 | 1889 | 21 | 1726.82 | 1794.12 | 11554.98 | 1722.84 | 1764.66 | 11849.54 |
| National | 634 | 866 | 1028 | 1979 | 5 | 4.59 | 19.63 | 513.60 | 3.55 | 12.41 | 471.38 |
| Netgen | 500 | 1250 | 1250 | 2000 | 600 | 10.16 | 669.33 | $\underline{253.84}$ | 8.49 | 574.24 | $\underline{248.21}$ |
| Morphed | 500 | 1250 | 1250 | 2000 | 600 | 13.88 | 678.12 | $\underline{481.73}$ | 10.70 | 583.05 | $\underline{466.47}$ |
| FOGA2019 [5] |  |  |  |  |  |  |  |  |  |  |  |
| All | 500 | 1000 | 1167 | 2000 | 450 | 10.89 | $\underline{421.90}$ | 798.92 | 8.61 | $\underline{410.19}$ | 779.91 |
| Evolved-Simple Instances |  |  |  |  |  |  |  |  |  |  |  |
| 500-EAX | 500 | 500 | 500 | 500 | 1000 | 1.25 | 5524.22 | 43.37 | 1.12 | 5127.05 | $\underline{42.22}$ |
| 500-LKH | 500 | 500 | 500 | 500 | 1000 | 110.23 | 0.89 | $\underline{62.39}$ | 80.71 | 0.73 | 60.97 |
| 1000-EAX | 1000 | 1000 | 1000 | 1000 | 500 | 4.79 | 3940.62 | $\underline{364.46}$ | 3.98 | 3306.38 | 357.22 |
| 1000-LKH | 1000 | 1000 | 1000 | 1000 | 500 | $\underline{146.28}$ | 44.29 | 385.05 | $\underline{101.38}$ | 44.04 | 376.17 |
| 1500-EAX | 1500 | 1500 | 1500 | 1500 | 500 | 12.65 | 2818.57 | 706.16 | 10.14 | 2504.68 | $\underline{686.15}$ |
| 1500-LKH | 1500 | 1500 | 1500 | 1500 | 500 | 208.57 | 14.70 | 667.13 | 131.27 | 10.79 | 651.24 |
| 2000-EAX | 2000 | 2000 | 2000 | 2000 | 500 | 25.35 | 2877.67 | 1399.64 | 19.62 | 2458.15 | 1367.76 |
| 2000-LKH | 2000 | 2000 | 2000 | 2000 | 500 | $\underline{258.61}$ | 42.05 | 1263.46 | $\underline{155.46}$ | 25.44 | 1233.53 |
| Evolved-Sophisticated Instances |  |  |  |  |  |  |  |  |  |  |  |
| 500-EAX | 500 | 500 | 500 | 500 | 1000 | 1.01 | 7987.63 | $\underline{23.15}$ | 0.95 | 7952.74 | $\underline{22.42}$ |
| 500-LKH | 500 | 500 | 500 | 500 | 1000 | 62.17 | 1.32 | $\underline{49.80}$ | $\underline{46.53}$ | 1.08 | 48.67 |
| 1000-EAX [33] | 1000 | 1000 | 1000 | 1000 | 500 | 3.92 | 7128.84 | $\underline{207.23}$ | 3.40 | 6994.79 | $\underline{202.97}$ |
| 1000-LKH [33] | 1000 | 1000 | 1000 | 1000 | 500 | $\underline{138.25}$ | 7.73 | 281.47 | 88.75 | 5.49 | 273.51 |
| 1500-EAX | 1500 | 1500 | 1500 | 1500 | 500 | 9.49 | 6192.82 | 534.80 | 7.79 | 5422.83 | $\underline{516.74}$ |
| 1500-LKH | 1500 | 1500 | 1500 | 1500 | 500 | $\underline{286.27}$ | 16.54 | 615.87 | $\underline{165.50}$ | 12.91 | 597.14 |
| 2000-EAX | 2000 | 2000 | 2000 | 2000 | 500 | 19.17 | 4480.48 | 1196.17 | 15.25 | 4064.28 | 1161.64 |
| 2000-LKH | 2000 | 2000 | 2000 | 2000 | 500 | $\underline{225.05}$ | 38.14 | 1119.17 | 135.98 | 22.73 | 1091.05 |

1000 instances with a size of $n=1000$ cities evolved by the method proposed in [5]. 500 of these instances are easy to solve for EAX and the other 500 are easy to solve for LKH. In addition, we generated another large set of evolved instances with $n \in\{500,1500,2000\}$. In combination with the instances from [33], this set is referred to as evolved instances. We extended the set of [33] with additional evolved instances to increase the diversity of the artificially generated instance set. Hence, we considered not only different numbers of cities but also the simple mutation operators [5] which have noticeable different characteristics in comparison to the sophisticated mutation operators. For an overview of all considered instance sets see Table 1 and Fig. 8 for some visualizations of exemplary considered instances.

We are interested in improving the state of the art in TSP-solving by means of per-instance algorithm selection. Therefore, our algorithm portfolio consists of the following three algorithms: edge assembly crossover (EAX) [23], Lin-Kernighan-Helsgaun heuristic (LKH) [12,20], and the exact solver Concorde [1]. EAX is a genetic algorithm with a smart crossover operator (termed EAX as well) and entropy-based diversity preservation to prevent premature convergence of the population. LKH is Keld Helsgaun's implementation of a highly effective local-search algorithm based on $k$-OPT edge exchanges. Both solvers, in their respective restart versions [10], pose the state-of-the-art in inexact TSP-solving [17,19]. ${ }^{6}$ Concorde on the other hand is an exact solver based on a highly developed ILP-based branch-and-cut procedure involving cutting-plane methods; Concorde is frequently capable of solving instances with thousands of nodes to optimality in reasonable time which is astonishing given the problems' NP-hardness.

We solve all TSP instances and benchmark their performance against each other. Each solver was executed ten times on each instance and its runtime was recorded. We then calculated the penalized average runtime (PAR10; [2]) and the less outlier-sensitive penalized quantile runtime (PQR10; [15]) scores for each solver and instance. Both measures aggregate the runtime over the ten runs. When a solver was not able to find the optimum within the give time-budget, the solver receives ten times the cutoff-time as penalty. In contrast to PAR10, which computes the arithmetic mean of the penalized runtimes, PQR10 is based on the $p$-quantile, with $p=0.5$ (i.e., the median) in our case. We used a cutoff-time of 3600 seconds for EAX and LKH while Concorde had an unlimited runtime. The reason is that EAX and LKH are heuristic solvers. Both do not guarantee to find the optimal solution to a given TSP instance. Instead, they may get stuck in a local optimum and even an unlimited time-budget will not prevent that. In contrast to EAX and LKH, Concorde is an exact solver - it will find the optimum within an unlimited period of time. The PAR10 and PQR10 scores for the different solvers and instance sets can be found in Table 1. It becomes evident, that for all instance sets, EAX and LKH can be considered to be competitive to each other. In fact, $51.6 \%$ of all instances are EAX-easy instances - meaning, that EAX is the quickest solver to find the optimum. In addition, $48.3 \%$ of all instances are LKH-easy while only $0.04 \%$ of all instances are Concorde-easy. We found that Concorde is not sufficiently competitive to EAX and LKH and is, therefore, not considered in our case study.

## 4. Exploratory data analysis

Next, we conduct an exploratory data analysis (EDA) on the instance groups introduced in Section 3 to assess the normalization effects of the MST, $k$-NNG, and nearest neighbor features visually. First, we evaluate how the normalization affects the TSP features themselves. Then, we deepen the analysis by assessing how the normalization affects the correlation of the features (a) to other features and (b) to the performances of EAX and LKH.

### 4.1. Normalized vs. unnormalized features

We first compare scatterplots of normalized and unnormalized features, respectively. Some exemplary yet representative results on the FOGA2019 instance set can be found in Fig. 9. Since we already presented the effect of the normalization on some features in our previous study, we will consider the newly added features in this plot. Hence, the maximal distance of a node to its nearest neighbor is shown on the $x$-axis. On the $y$-axis, the mean edge length of an MST is plotted. The plot on the left shows the unnormalized features, the one on the right the respective normalized counterparts.

Considering the node coloring in the unnormalized plot, the different instance sizes ranging from 500 to 2000 nodes are distinguishable. We observe that the mean distance in an MST increases strongly with the instance size, while the maximal distance of a node to its nearest neighbor only scales slightly with the instance's size. Thus, the clusters in the plot representing the instance size are clearly distinguishable. In contrast, in the normalized plot, the instance sizes are not the discriminating factor. The distinctively colored clusters representing different instance sizes overlap clearly, especially when examining the $y$-axis. Considering the other instance groups - ECJ2018 and evolved instances - the respective scatterplots show the same pattern. These results support the expected effects of the normalization. Concededly, when considering the elementary normalization by Pihera \& Musliu [27], the results are visually similar. Nevertheless, the normalization conducted here is much more precise and mathematically well-founded. It, therefore, bears more valuable theoretical insights into the effects of TSP feature normalization.

Admittedly, a few other plots of normalized features still exist in which the instance size can still be distinguished. Here, the instances with a higher number of nodes have lower values than instances with fewer nodes. Nevertheless, as stated in the introduction of Section 2 this phenomenon has a reasonable mathematical explanation: our normalization considers the lower and upper bounds of the feature values, $f_{\min }$ and $f_{\max }$. For some features, e.g., the maximal depth within an MST, the upper bound grows linearly while the lower bound grows logarithmically with $n$. Thus, if the feature value on average grows logarithmically with $n$, the normalized value approaches zero for increasing $n$.

Furthermore, we explored the effect of the normalization when considering multiple features. To this end, we adopt autoencoders, a modern dimensionality reduction method. Autoencoders are feed-forward deep neural networks that learn data representations unsupervised. Autoencoders are composed of encoder and decoder networks and a latent space inbetween. The encoder uses the usually high-dimensional input data and transforms it into a low-dimensional representation
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Fig. 9. Scatterplots of two 3-NNG graph features displaying the effect of the TSP feature normalization based on the FOGA2019 instance set. On the lefthand side, the unnormalized features can be seen, and on the right-hand side their normalized counterparts. The normalization worked as expected since the instance sizes cannot be distinguished clearly anymore. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Table 2
The aggregated trustworthiness and continuity scores for the $z$-closest neighbors of the 30 independently trained autoencoders. Performing a one-sided Wilcoxon test yields that the autoencoder on normalized features have a significantly higher continuity and trustworthiness ( $p$-value $\ll 0.05$ ).

| $z$ | Unnormalized |  |  |  | Normalized |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | trustworthiness |  | continuity |  | trustworthiness |  | continuity |  |
|  | median | iqr | median | iqr | median | iqr | median | iqr |
| 1 | 0.815 | 0.008 | 0.936 | 0.012 | 0.956 | 0.012 | 0.992 | 0.004 |
| 5 | 0.814 | 0.008 | 0.917 | 0.011 | 0.955 | 0.012 | 0.989 | 0.005 |
| 12 | 0.813 | 0.009 | 0.900 | 0.009 | 0.954 | 0.013 | 0.987 | 0.007 |

in the latent space. The decoder then uses these low-dimensional encodings to retrieve the original high-dimensional data. Overall, the goal is to minimize the autoencoder's reconstruction error to recover an exact low-dimensional representation of the data. The effectiveness of autoencoders was first shown in [13]. We also considered other prominent dimensionality reduction methods like principal component analysis (PCA), multidimensional scaling (MDS), and $t$-distributed stochastic neighbor embedding ( $t-S N E$ ). However, we decided against these classical approaches since they have problems capturing local relationships as was shown in [32] and/or perform worse than autoencoder (see, e.g., [13]).

The autoencoders were initialized with random weights. The resulting mappings vary between autoencoders, even though they were trained using the same data set. Hence, we trained 30 networks for the normalized data and 30 for the unnormalized data and found very similar performance and revealed the same pattern. The performance was assessed using trustworthiness and continuity as proposed in [36]. Trustworthiness measures to what extent the $z$-closest neighbors in the embedded space are also close in the original space, and continuity to what extent the $z$-closest neighbors in the original space are also close in the embedded space. Hence, trustworthiness penalizes close neighbors in the embedded space that are not close in the original space, and continuity penalizes neighbors in the original space that are not close in the embedded data. Both values range from 0 to 1 , with values closer to 1 being better than values closer to 0 . The results of our experiments can be seen in Table 2 for both the unnormalized (left part of the table) and the normalized features (right part). Although it is clearly visible that autoencoders encode the normalized features better, we performed a one-sided Wilcoxon test.

The test yields that both trustworthiness and continuity scores are significantly higher for the autoencoders based on the normalized features (compared to those based on the unnormalized features). It is thus evident that the normalization could substantially improve the continuity and trustworthiness of the autoencoders. This implies that autoencoders based on the normalized features can preserve the original local structure more than those based on the unnormalized features. Fig. 10 shows the result of a representative autoencoder mapping. It reduced the set of 49 nearest neighbor, NNG-, and


Fig. 10. Result of the reduction of 40 nearest neighbor, MST- and NNG-features to the two-dimensional space by using autoencoders. The plots show the two-dimensional representations for the unnormalized features (left) and the normalized features (right).

MST-features to the two-dimensional space represented by $X_{1}$ and $X_{2}$. Note that the underlying autoencoders have been trained on all instance sets listed in Table 2. However, we only visualized mappings for an exemplary subset of the instances for better readability, namely ECJ2018.

In the unnormalized plot, the different instance sizes can be discriminated clearly, indicated by the coloring of the instances. In the normalized plot, the instances of different sizes are not separable anymore. This is in line with our observations on feature pairs (see Fig. 9) and indicates that the normalization has the desired effect.

Next, we analyzed the correlation of the features to each other. Heatmaps of the correlation coefficient for the normalized and unnormalized features on the FOGA2019 set can be seen in Fig. 11. High positive correlations are colored in red, whereas blue color tones indicate a negative correlation.

As shown in the upper plot, the correlation is diverse among the set of features. Noticeably, there are light areas in the unnormalized feature correlation plot, which indicate a correlation close to zero. Nevertheless, there exist groups of highly positively correlated features. In particular, a red block in the middle of the plot, consisting of NNG-features related to the minimal, maximal, and span features of the strongly and weakly CCs, stands out. These features are also positively correlated with the features related to the depth of the respective MST.

In contrast to that, when considering the normalized heatmap in Fig. 11, the overall impression of the correlation changed notably. Here, the groups of highly correlated features are significantly smaller. The large block of highly correlated features is not visible anymore. The normalization revealed that the correlation between these features is not as high as it seemed. Additionally, when considering the relation of these features to the MST features, the correlation flipped in the negative space. A similar phenomenon can be observed when considering the features calculated on the evolved instance set. Also, for the ECJ2018 instances, the correlation decreased or shifted notably in the negatively correlated space, although a large group of positively correlated features remains. When considering these findings, eventually, researchers might have overestimated the intensity of the feature's interrelation in the past. This insight is interesting concerning the algorithm selection study, which we will conduct in Section 5.

### 4.2. The impact of feature normalization on the solver performance

Finally, the relationship of the solvers to the features is investigated by calculating the correlation of all normalized and unnormalized features to the performance of EAX and LKH. Notice that in Fig. 12, the points depict unnormalized or normalized features and not the different instances anymore. The plot reflects the correlation of the features with the PAR10 value of LKH on the abscissa ( $x$-axis) and the PAR10 value of EAX on the ordinate ( $y$-axis). This plot was created based on the evolved instances. Notice that in the normalized feature's plot, we plotted arrows indicating the shift from the former position in the unnormalized plot for a more straightforward interpretation.

Ultimately, the overall goal of the feature normalization is to gain insights for an algorithm selection study as we will conduct in Section 5. Having this in mind, the points in Fig. 12 representing the features should ideally reside in the second (top left) or fourth quadrant (bottom right) of the plot. Here, the correlation of the features to the performance of one


Fig. 11. Feature correlation heatmaps (top: unnormalized, bottom: normalized).
algorithm is positive and negative to the other algorithm. These features may facilitate the algorithm selection process. To better visually separate the favorable from the unfavorable quadrants in Fig. 12, we colored the favorable ones in blue and the less favorable ones in red.

In the left part of Fig. 12 - where the correlation of the unnormalized features to the solver's performance can be seen - only $25 \%$ of the features are located in one of the favored quadrants. Nearly half of the features reside in the upper right quadrant, indicating a positive correlation of the features to the performance of both algorithms. Interestingly, the features with the lowest correlation with EAX and LKH are those recently incorporated in this study.

In contrast, when considering the normalized features, ambivalent changes for different feature groups can be seen: for some features, the solver performance's correlation with the features decreased, for other features, the normalization has


Fig. 12. Correlation of LKH and EAX performances with the features. The two plots show the correlations of the algorithms' performances with the unnormalized features (left) and normalized features (right), respectively. Additionally, in the normalized feature plot, the arrows indicate the shift of the features that is caused by their normalization.
no effect, while it increased for the newly added features. The same result can be observed when considering the ECJ2018 or FOGA2019 instance sets, respectively.

For the features that previously resided in the upper right quadrant, the correlation of the features to the algorithm performance shifted in the uncorrelated or negatively correlated space. This result is in line with the observation that the overall correlation of the features depicted in Fig. 11 declined. The features related to the span, the mean, and the maximal value of the depth of the MST moved furthest, from the positively correlated space in the left part of Fig. 12 to the negatively correlated space in the right part of Fig. 12.

When considering the arrows' flows belonging to this feature group, we observe that for some features, the correlation to the performance of LKH decreased more, and for other features, the correlation to the performance of EAX. Thus, the normalization generates an overall arched movement of the arrows. However, this phenomenon is only observable for the evolved instances and neither for the ECJ2018 nor FOGA2019 instance sets. For the last two instance sets, the arrows are arranged straight and indicate no difference in the decrease of the correlation for one of the algorithms. The evolved instances created by [5] and [33] were generated to be solved more easily by either EAX or LKH. The normalization reveals that this goal was achieved since most of the features calculated based on these instances correlate more with one algorithm.

Unaffected by the normalization is the correlation of ten features, which can be seen in the middle of both plots. Three of them are the minimal number of nodes in a strongly CC in a $5-\mathrm{NNG}$, the span of the number of weakly connected components in a $5-\mathrm{NNG}$, and the span of the number of weakly components in a 7 -NNG. That is the case since many unstructured instances consist of a single weak component per definition. Similarly, the minimal number of nodes in a strongly CC in a $5-\mathrm{NNG}$ equals one. Therefore, the correlation did not change with the normalization for these three features. The feature values are constantly zero or one, respectively. Additionally, the maximal number and the span of the number of nearest neighbors nodes and maximal distances in an MST, belong to this set. This is the case for those features as their theoretical upper and lower bound do not depend on $n$ but only on the instance size.

For most of the newly added features, i.e., the nearest neighbor and the MST distance features, the correlation instead increased, especially when considering the correlation with EAX on the $y$-axis. The mean and median distances in an MST and the mean and median number of nearest neighbors, moved furthest from the lower left to the upper left quadrant. Fortunately, they moved from the red to the blue quadrant so that now, most of the features are located in the two blue quadrants. This result is a desirable effect of the normalization since it indicates that some features are more suitable for distinguishing algorithm performance than initially thought. These effects are also observable for ECJ2018 or FOGA2019 instances. Notice also that a good portion of features - independent of their normalization status - are slightly more correlated with the performance of EAX than with the performance of LKH. This might also explain why AS models - e.g., the ones in Section 5 - tend to select EAX more often than LKH.

After conducting the EDA, we can draw a few conclusions: first, the normalization effects are visible. As can be seen in Fig. 9 and 10, the instance sizes are no longer the primary discriminating factor. Second, the correlation of the normalized features to other normalized features decreased notably in contrast to their unnormalized counterparts. Third, the correlation of the features to the performance of EAX and LKH changed notably. For some features, the correlation decreased notably, while for others, it increased. Generally, it is revealed that most features are positively correlated with the performance of one algorithm and negatively with the performance of the other algorithm. These features might be more auxiliary for an ML algorithm to predict the performance of both algorithms as estimated.

All instance sets, algorithm performances, and plots are available online in a dashboard for further review. ${ }^{7}$ In the following, we will test the suitability and effects of the normalized features for constructing automated algorithm selection models.

## 5. Case study: algorithm selection

The exploratory data analysis (see Section 4) revealed some changes in terms of feature visualization, which were caused by our proposed normalization. In the following, we will thus explore the potential of the normalized features for automated algorithm selection. Note, however, that the objective of this work is not a comprehensive benchmark study. Instead, the goal of this section is a proof-of-concept study that may provide a first indication about the suitability of the proposed normalization. ${ }^{8}$

Within our study, we utilized the following (normalized) features:

- summary statistics (mean, median, maximum and span) of an instance's MST depth (see Section 2.3),
- summary statistics (minimum, mean, median, maximum and span) of the distances in an instance's MST (see Section 2.6),
- the number of weakly/strongly connected components in the $k$-NNG of a TSP instance (see Section 2.2),
- summary statistics (minimum, mean, median, maximum and span) of the number of cities across the weakly/strongly connected components of an instance's $k$-NNG (see Section 2.2), as well as
- summary statistics (minimum, mean, median, maximum and span) of the distances between nearest neighbors in an instance (see Section 2.5).

The NNG-features were based on $k$-NNGs with $k=\{3,5,7\}$ following the parameterization proposed in [27]. ${ }^{9}$ Hence, our data contained a total of 50 features. The summary statistics in the set of unnormalized features are further enhanced with higher moment summary statistics - i.e., the standard variation, the coefficient of variation and the skewness - as they are part of the original feature sets. We then had to discard the normalized (unnormalized) minimum number of cities in the strongly connected component of a 3-NNG (feature nng_3_strong_components_min) from our data, as it was constantly zero (one) across all considered instances and thus did not provide any information for our candidate selectors. Instead, we occasionally also considered the instance size as a feature as it might nonetheless be useful for discriminating the different TSP instances.

In line with previous AS studies in the context of (inexact) TSP solving, our experiments are based on the 1844 ECJ 2018 instances [17] (see Table 1 for details). We further focused on the two state-of-the-art heuristic TSP solvers EAX [24] and LKH [12] - more precisely, on their respective restart-variants [10]. As candidates for the AS models, we investigated random forests, support vector machines and gradient boosting, all of which are known to be very powerful machine learning algorithms. To avoid undesirable side effects such as redundancy and partially high correlations among features (see Section 4) and/or noise within features, we also performed automated feature selection. For simplicity, and in line with previous AS studies, we considered a greedy forward-backward selection strategy, which usually tends to find small but informative feature subsets in a very efficient manner. Note that we also considered the overhead of feature calculation. Yet, the costs for the considered (normalized) feature sets, i.e., the runtime for computing them, are negligible.

In terms of the selectors' performance assessment, we used the PAR10 score [2]. Moreover, further extending the previously published conference version of this work, we repeated our experiments using the PQR10 score [6] - a robust alternative to the widely used PAR10 score. For a simpler comparison of the performance values, it is recommended to compare the performance of the AS model with (a) the performance of the best standalone optimization algorithm - also known as single-best solver or SBS (here: EAX) - and (b) the best possible performance, which corresponds to an oraclelike (feature free) prediction of the best optimization algorithm per instance (also known as virtual-best solver or VBS). To facilitate this comparison, we subsequently converted the selector's PAR10 (PQR10) score into a closed-gap-percentage, indicating the proportion of the gap between the SBS and VBS performances, which is closed by the AS model. Note that this is a common metric in various AS studies [2,16,21].

In order to also take the stochasticity of the AS models into account, we repeated all our experiments 25 times. The resulting closed-gap-values are illustrated in Fig. 13 by means of boxplots. Note that xgboost is deterministic, and therefore, no variability in its performance can be observed across the 25 runs. As can be seen, the boxplots that correspond to the AS performances of the normalized features tend to be better with respect to the median closed gap than the ones of the unnormalized features. This observation is confirmed by Wilcoxon-Mann-Whitney tests at a significance level of $\alpha=0.05$
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Fig. 13. Comparison of the closed-gap-performance of different AS models, which are based on different performance scores: PAR10 scores (top panel) and PQR10 scores (bottom panel). Each row visualizes the distribution of selector performances for a given model (row name) based on normalized (top) and unnormalized (bottom) features. Moreover, for each of the trained models, the arithmetic mean of the corresponding closed-gap-performances is depicted as blue triangle (unnormalized features) or green cross (normalized features), respectively.

Table 3
Misclassification counts and costs of xgboost. Results are shown for the selector based on the unnormalized and normalized features and distinguished by pair of true (rows) vs. predicted algorithm (columns). If the selector makes the correct prediction (EAX-EAX and LKH-LKH) the costs indicate the feature costs.

|  | Misclassification counts |  |  |  | Misclassification costs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | unnormalized |  | normalized |  | unnormalized |  | normalized |  |
|  | EAX | LKH | EAX | LKH | EAX | LKH | EAX | LKH |
| EAX | 986 | 162 | 1017 | 131 | 0.26 | 32.97 | 0.04 | 22.36 |
| LKH | 454 | 242 | 537 | 159 | 9.13 | 0.10 | 8.05 | 0.02 |

in all cases except for random forests tested on PAR10 scores. Still, in most cases, there appears to be quite large variability across the performances. However, random forest models in the case of unnormalized features are degenerated at a $0 \%$ level (see Fig. 13). This can be attributed to the models predicting EAX in most cases for instances that are actually easier for LKH. We stress that the results are particularly positive if one takes into consideration the severely reduced number of features used in this study.

Due to the high volatility of the performances, we examine the most promising models in more detail below. At first, we take a closer look at the results of xgboost in the PQR10 setting. Due to the nonstochasticity the same feature set is selected during every replication of xgboost. In the case of unnormalized features the selected ones are the span of the number of nodes in the weak and the median and minimal number of nodes in the strong CCs of the $5-\mathrm{NNG}$, the minimal number of nodes in the weak and the variance coefficient of the number of nodes in the strong CCs of the 3-NNG, as well as the skew of the depth values within the MST. In the normalized case the selected features are the span of the number of nodes in the weak CCs of the 7 - and $5-$ NNG and the median number of nodes in the strong CCs of the $5-\mathrm{NNG}$. The selector based on the unnormalized features used more features than its counterpart, which has been modeled using the normalized features. The latter model is less complex (and thus more robust) resulting in lower overall feature costs (see Table 3). In tendency, the model based on the normalized features favors EAX over LKH comparably stronger than the model based on unnormalized features (see Table 3). Nevertheless, the model based on normalized features is more promising as it is able to decrease the misclassification costs in all categories (see Table 3).

Complementing the previous investigations, we also examined the results of the support vector machine in case of the PAR10 score setting. Fig. 14 visualizes, which features have been selected by the support vector machine in each of the 25 replications. Similarly to xgboost, the selectors required in tendency less features if they were normalized. However, the models used a more versatile set of features and included MST-distance and nearest neighbor distance features as well. Note that in case of the unnormalized features, two experiments (replications 13 and 20) crashed and are not considered further. Contrarily to xgboost, the models based on the unnormalized features tend to predict EAX more often; in fact, three models (replications 4, 11 and 16) almost always predict EAX (see Fig. 15). Nevertheless, the models based on the normalized features can reduce the misclassification cost of predicting LKH, if EAX is the ground truth, significantly (see Fig. 16). There is only one exception (replication 8), during which other features were selected, causing a strong bias towards selecting EAX. Noticeably, the selector of that particular replication is the only one, which (a) did not consider mst_dists-sum as one of its relevant features, and (b) used nearest_neighbour-min as one of its features.


Fig. 14. Features (rows) selected by the support vector machine in the 25 replications (columns). The trained models are based on the unnormalized features (top), as well as the normalized features (bottom). The cell colors indicate how often a feature has been selected across all 25 replications.


Fig. 15. Misclassification counts of the support vector machine across the 25 replications (columns). Results are shown for the selector based on the unnormalized (top) and normalized features (bottom) and distinguished by pair of true vs. predicted algorithm (rows).

Now that we have a first indication of what our AS models have actually learned, we will investigate whether we can observe further patterns based on the underlying TSP subset (National, VLSI, RUE, etc.). When looking at the SBS-VBS gapclosure of the support vector machine models based on the normalized features (see Fig. 17) large differences per instance group become apparent. In general, the result is very consistent across replications. Only replication 8 , which was already identified as being biased towards EAX yields better results for VLSI and RUE instances and worse or equal results for the other instance types. On the TSPLIB instances almost all models achieved optimal results. The second best results are attained for the national instances. Here there are three additional outlier replications (replications 6, 9 and 22) aside from replication 8 . However, it is not clear what caused the worse performance as during replications 4,11 and 14 the same features were selected. In the cases of VLSI and RUE instances the selectors had severe problems to close the performance gap which is in line with [17] who trained their models on an extended set of (unnormalized) features. This indicates that the currently available features are not descriptive enough to capture the characteristics of those instances. Overall the models achieve a significant SBS-VBS gap-closure with the normalized features.
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Fig. 16. Misclassification costs of the support vector machine across the 25 replications (columns). Results are shown for the selector based on the unnormalized (top) and normalized features (bottom) and distinguished by pair of true vs. predicted algorithm (rows). If the selector makes the correct prediction (EAX-EAX and LKH-LKH) the costs indicate the feature costs.


Fig. 17. Percentage of the SBS-VBS-gap that was closed by our selector's prediction. Results are shown for the SVM model and separated by ECJ2018 instance subset (rows) and repetitions (columns). The final three columns show the model's averaged performance across all runs, as well as the respective SBS and VBS values.

To summarize the proof-of-concept study: the proposed feature normalization has flashed its potential for AS studies. However, the variance in the performance of the selectors also indicates that the proposed normalization on its own does not automatically guarantee a perfect AS model. Nevertheless, normalized features seem to lead to less complex models, which rely on smaller feature sets. Further in-depth investigations of the selectors found and their respective used features could ultimately lead to a better understanding of typical properties and challenges of TSP instances, and in particular how these affect the different optimization algorithms.

## 6. Conclusion

In the context of automated algorithm selection (AS), so-called instance features are numeric values that characterize problem instances of optimization problems; these features serve as the input variables for machine learning models linking features to solver performance results. Scalability of AS models across the number of nodes in the context of TSP so far was limited as instance feature levels are influenced by the instance size. Instance features were either not normalized at all or normalization was done imprecisely by plain division by the number of nodes $n$. For the first time, we propose a precise normalization for a subset of instance features proposed in the literature which proved to have discriminating power regarding solver performances: features based on the node-depth and the distances in a minimum spanning tree, and features derived from weakly/strongly connected components and distances in a $k$-nearest neighbor transformation of the problem instance. Rigorous theoretical results give precise lower and upper bounds for the respective feature values which serve for unity-based normalization of each feature.

An empirical comparison of normalized with corresponding unnormalized features on a wide collection of commonly accepted TSP benchmark sets from the literature shows that normalization can successfully eliminate the effects of the instance size and facilitates the analysis of solver behavior based on instance characteristics. In addition, a proof-of-concept AS study highlights the potential of feature normalization. Here, algorithm selectors with normalized input, based on support vector machines and xgboost, outperform the respective models based on unnormalized feature input with respect to two considered performance metrics - the penalized average runtime (PAR10) and the penalized quantile runtime (PQR10) -
and managed to close the respective gap to the VBS substantially. This is especially noteworthy as we so far operated on a highly reduced feature set compared to the huge amount of TSP features available in general.

Therefore, a straight-forward extension of this work will tackle the derivation of precise normalizations for the complete set of TSP features which will form the basis of a comprehensive AS study on a large variety of instance sets. Deep learning based approaches will also be included together with alternative performance indicators. The latter could for instance measure performance from a multi-objective perspective or even quantify the algorithm's anytime behavior. In addition, we will work on a more sound understanding of solver behavior and respective differences related to instance (set) characteristics in order to improve AS model performance on TSP in general. There is a strong need for complementing existing feature sets with even more informative features based on insights gained so far.
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[^1]:    ${ }^{1}$ A $k$-clique in a graph $G=(V, E)$ is a subset of nodes $C \subseteq V,|C|=k$ such that each two nodes in $C$ are linked by an edge.

[^2]:    2 GitHub repository: https://github.com/jakobbossek/salesperson/.
    ${ }^{3}$ Note that internally the Approximate Near Neighbor (ANN) C++ library is used to construct a k-d tree in order to search for the nearest neighbors of each node. In the case of equidistant neighbors the later found neighbor is used. Thus, in this case the $k$-NNG depends on the construction of the k-d tree which may be different if, e.g., the instance is rotated. However, this does not influence the theoretical upper and lower bounds.

[^3]:    ${ }^{4}$ Note that the span refers to the statistical property of the distribution of the number of nodes in the connected components.

[^4]:    ${ }^{5}$ Note that minimum spanning trees are not necessarily unique.

[^5]:    ${ }^{6}$ The restart-version triggers a restart once the algorithm runs into its internal stopping conditions and the given time budget is not yet depleted.

[^6]:    7 The dashboard can be found at https://tsp-features.shinyapps.io/normalization-eda/ and the corresponding implementation at https://github.com/ jonathan-h1/TSP-EDA.
    ${ }^{8}$ The code for the experiments can be found at https://github.com/jonathan-h1/FOGA21_TSP_Experiments.
    ${ }^{9}$ In their work, Pihera \& Musliu also considered values of $k$ which depend on $n$, e.g., $k=\sqrt{n}$. We neglect these versions since the feature values for greater $k$-values do not differ from those attained with smaller $k$-values in most cases. The reason is that the number of weakly/strongly CCs in the $k$-NNG is monotonically decreasing as $k$ approaches $n$. Hence, there is a $0<k^{\prime}<n$, such that for all $k \geq k^{\prime}$ the number of connected components in the $k$-NNG is one.

