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Featured Application: Nowadays, many applications and disciplines work on the basis of stream
data. Common examples are the IoT sector (e.g., sensor data analysis), or video, image, and text
analysis applications (e.g., in social media analytics or astronomy). With our work, we gather
different approaches and terminology, and give a broad overview over the topic. Our main target
groups are practitioners and newcomers to the field of data stream classification.

Abstract: Due to the rise of continuous data-generating applications, analyzing data streams has
gained increasing attention over the past decades. A core research area in stream data is stream
classification, which categorizes or detects data points within an evolving stream of observations.
Areas of stream classification are diverse—ranging, e.g., from monitoring sensor data to analyzing a
wide range of (social) media applications. Research in stream classification is related to developing
methods that adapt to the changing and potentially volatile data stream. It focuses on individual
aspects of the stream classification pipeline, e.g., designing suitable algorithm architectures, an
efficient train and test procedure, or detecting so-called concept drifts. As a result of the many different
research questions and strands, the field is challenging to grasp, especially for beginners. This survey
explores, summarizes, and categorizes work within the domain of stream classification and identifies
core research threads over the past few years. It is structured based on the stream classification
process to facilitate coordination within this complex topic, including common application scenarios
and benchmarking data sets. Thus, both newcomers to the field and experts who want to widen their
scope can gain (additional) insight into this research area and find starting points and pointers to
more in-depth literature on specific issues and research directions in the field.

Keywords: data mining; big data; stream classification; data stream analysis; supervised learning;
machine learning

1. Introduction

The analysis of stream data has become increasingly important in recent years. For in-
stance, applications based on real-time sensor data or images have become indispensable
in the Internet of Things (IoT). The characteristic of stream data is that it comes in large
quantities and at a high speed. Moreover, this kind of data often is of relatively large dimen-
sionality, i.e., it contains numerous features and observations [1]. Manual data processing
is infeasible; thus, a broad field of data stream mining methods has emerged over the years.
As in the static environment, the core tasks include unsupervised and supervised learning.
In this work, we address research questions and challenges of supervised learning methods
that are exposed to data streams—concretely, we focus on stream classification. Data stream
classification finds several application areas. These include, for example, the detection of
specific gestures or elements in video data, the interpretation of a device’s sensor data,
or the analysis of telescope data [2,3].
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Regardless of the specific application, the process of data stream classification consists
of several steps and modification options. Next to typical classification steps, such as data
preprocessing and training and testing the classifier model, other essential tasks open up in
the streaming scenario. While the initial training can occur in an offline mode, the validation
needs to be performed during the whole lifetime of an online process. Changes in the data,
such as the shift of feature distributions, or the emergence of new classes, can weaken the
algorithm’s quality over time. If a change in the data is detected and the performance of
classification results decreases substantially, the model needs to be updated immediately.
For good model quality, update procedures must guarantee continuous adaptation to the
data stream without neglecting the actual classification task. During the entire usage cycle,
fast processing of new incoming data points must be ensured.

Due to these numerous challenges, a broad field of work on stream classification has
emerged over the years. Methodologically, the field is vast. On the one hand, there is
work on developing and further refining (classification) algorithms. On the other hand,
researchers examine closely related topics such as drift detection and adaption techniques.
Diverse research fields produced problem-tailored solution approaches as well as termi-
nology and taxonomies. Thus, the field also grew in summary papers and comparative
work. Benchmark studies, for example, deal with the comparison of different algorithms
concerning efficiency and speed. Survey papers structure the field of data stream mining
and bring the notations and wordings of the different disciplines to a common understand-
ing. Due to the size of the research field, it is striking that the works often deal only with
a partial aspect of the stream classification process. For example, they focus on change
detection or algorithm structure [4,5]. Newcomers or interested researchers thus have to
navigate through various papers to gain a holistic overview. Our main contribution is to
provide a road map in stream classification literature. Thus, for better comprehensibility,
we structure the research field from a process-centered point of view along a stream classi-
fication pipeline (see Figure 1). For each process step, we refer to relevant, comparative,
and summary works and future research directions. Our underlying literature base spans
approximately 320 papers from the stream classification discipline between 1984 and 2021.
We specifically searched for summary papers and recent publications in the field.
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Data
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Figure 1. Scheme of the process that is employed by most stream classification algorithms.

The remainder of this work is structured as follows: In Section 2, we provide an
overview of the underlying problem description, the literature base as well as the stream
classification pipeline, which is the underlying structure of this work. Following the stream
classification pipeline, the subsequent sections are organized accordingly: Data Sources
and Application Scenarios (Section 3), Process Data (Section 4), Classifier Algorithms and
Architectures (Section 5), as well as Classifier Maintenance (Section 6). We group the
discussed topics in a decision tree to support the reader’s understanding in each section.
In Section 7, we bring the individual components together and highlight the latest and
future research directions.

2. Background and Stream Classification Pipeline

In the following, we will first define stream classification and its requirements. Second,
we will introduce our stream classification pipeline, which serves as a structure for this
work. Finally, we report on our literature search procedure.



Appl. Sci. 2022, 12, 9094 3 of 43

2.1. Definition and Requirements of Data Stream Classification

Classification is a supervised learning technique for solving decision problems [6].
To avoid confusion with non-stream classification scenarios, we use the terms static or
offline for traditional classification, while we use the terms stream-based or online when
talking about the in-time processing of data streams.

The overall goal of classification is to assign one or more (see Section 5.2) discrete classes
to an observation. For this purpose, a model is trained on a set S = {(~x1, y1), . . . , (~xn, yn)}
of n labeled observations. Such as in common literature, ~xi = (xi1, . . . , xip) ∈ X defines
the feature vector of the i-th observation, i ∈ {1, . . . , n}, with X being the p-dimensional
feature space. Depending on the space, the features are said to be either numerical (xij ∈ R),
ordinal or categorical (~xij ∈ {r1, . . . , rm} for some m > 0), respectively. Moreover, yi ∈ Y
indicates the corresponding class label from the finite set Y := {C1, . . . , Cl} of l classes.

This labeled—so-called training data—is used to construct a classification model or
discriminator D : X × Θ → Y , which ideally predicts the correct class label D(~x) ∈ Y
for a previously unseen observation ~x ∈ X with a high likelihood. Here, Θ defines a
parameter space that is specific to the considered learning algorithm. The performance of a
classification model is usually evaluated by applying the model to and assessing it on a set
of labeled instances, which has not been used during the training procedure itself.

In contrast to static classification problems, the goal of a stream classification algorithm
is to classify data points that are continuously arriving. Thus, the algorithm consists of an
online phase, in which it operates on the incoming data stream S = {(~x1, y1), (~x2, y2), . . .}.
Observations in the data stream follow the formal definition of the offline scenario but
come in a temporal order. According to the literature on basic stream (classification)
algorithms, a data stream is a continuous, ordered, and potentially unbounded sequence of
observations. Data points can arrive at high speed [1].

Since data streams are assumed too large to fit entirely into the main memory, new
observations (or batches) have to be processed and discarded afterward [1]. All operations
on data thus must be highly efficient, since only a limited amount of computational memory
is available. The model must be feasible to predict labels of new incoming observations
at any point in time without a high temporal delay, even when the data stream changes,
e.g., caused by new incoming classes or changing feature space.

In literature, it is assumed that only a limited number of labeled data points are
available for training. This goes with practical application scenarios, where human coders
label a subset of the data to build an automated classification model. Coming to the stream
setting, it is often assumed that newly labeled observations occasionally arrive, such that
the model needs to adapt itself to changes in the data stream in a continuous manner.
This is in contrast to the classical static classification scenarios, in which models are set up
once at the beginning (based on a batch of training data) and remain fixed. Thus, stream
classification aims to train a continuous sequence of classification models.

2.2. Process-Oriented Stream Classification Pipeline

In general, stream classification follows the pipeline sketched in Figure 1. First, data
are integrated from one or many sources depending on the respective streaming scenario.
Researchers and practitioners can use suitable benchmarking datasets to evaluate their
algorithms and solutions. Datasets are as versatile as the application areas of stream classi-
fication, as discussed in Section 3.2. Together with respective frameworks in Section 3.3 for
automated stream data classification, they provide a working environment for experiments.

Independent of which dataset has been used, most probably, the data must be prepared
before the actual classification. Data processing could include, e.g., segmentation of various
data sources, labeling, or data type-dependent preprocessing, e.g., feature extraction or
feature space simplification.

Coming to the classification model itself, we can differentiate between two states.
Commonly, in the first phase, an initial model is set up. In Section 5.2, we give a detailed
overview of influential algorithms in the field. We structure algorithms in terms of their
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architecture and type. After the setup phase, the classification algorithm can be used
continuously to predict the class of incoming data records.

During its lifetime, a stream classifier needs to be maintained. To understand the
challenges of classifier maintenance, we introduce basic concept drift analysis literature
in Section 6. Therein, we will give insights into the types of changes, as well as into
their detection. Further, we give an overview of stream classification models’ evaluation
and update procedures. Next to the continuous evaluation and update of the model,
the algorithm’s parameters should be configured continuously during the whole lifetime of
the model.

2.3. Literature Base

We first searched for various summary and comparative works in the field as a basis
for this work. We conducted our search on Google Scholar (see www.scholar.google.com
(accessed on 5 September 2022)), Web of Science (see www.clarivate.com/webofsciencegroup/
solutions/web-of-science (accessed on 5 September 2022)), and ArXiv (see www.arxiv.org
(accessed on 5 September 2022)). We combined terms of the individual process steps with the
keywords “survey”, “review”, and “benchmarking”. An overview of the search terms used for
each step of the stream classification pipeline is depicted in Table 1. For example, we collected
papers on the drift detection process step by searching for “stream classification” + (“drift
detection”, “change detection”, “drift adaptation”) + (“survey”, “benchmark”, “review”). We
mainly focused on the last five years and included influential work via a backward search.

Table 1. Overview over search terms of the structured literature search.

Step Search Terms

Data sources Application, dataset, repository, framework
Data processing Input, window, segmentation, preprocessing, labeling
Setup Algorithm

Maintenance Drift detection, change detection, drift adaptation, evaluation, monitoring, assessment, drift detection
evaluation, ensemble evaluation

Configuration Configuration, tuning, parameter

We further searched for the most recent work of the last three years by searching
for the term “stream classification” on all three platforms. In addition, we have checked
all papers to observe whether they fit qualitatively and thematically. Papers without a
recognizable conference, journal affiliation, or quality issues (e.g., apparent lingual deficits)
were sorted out. All in all, our search ended up with 329 papers. Within our literature
base, we found no work which goes along with the idea of structuring papers employing
a stream classification pipeline. Scouted papers mainly focused on specific steps of the
stream classification pipeline or took a more high-level view of data stream mining.

3. Data Sources and Benchmarking

The most relevant difference between data stream classification and batch processing
is that data comes in a steady, endless stream of large quantities, which must be processed
continuously and immediately. Many application areas require this kind of processing,
as observed in Figure 2, where we give an overview of the topics covered in this section.

www.clarivate.com/webofsciencegroup/solutions/web-of-science
www.clarivate.com/webofsciencegroup/solutions/web-of-science
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Figure 2. Typical application areas and data types, as well as a categorization of benchmarking
datasets and frameworks, stand at the beginning of a stream classification pipeline.

3.1. Application Areas and Data Types

The most relevant difference between data stream classification and batch processing
is that data comes in a steady, endless stream of large quantities, which must be processed
continuously and immediately. Many application areas require this kind of processing,
as observed in Figure 2, where we give an overview of the topics covered in this section.
Stream classification applications can be found in almost all areas where data streams are
generated, but they differ depending on the respective conditions and problems, such as the
underlying data types. Typical stream data types are numerical or categorical data of sensor
environments, video or image data, and text data, for example, from social media sources.
In the following, we give an overview of the largest application areas found during our
literature search. Additionally, an overview of common stream classification application
areas is given in the works of [7,8].

A frequently mentioned field where stream classification algorithms are applied is
the IoT sector. IoT applications rely on sensor sets or intelligent devices, which constantly
gather data and monitor the surroundings [9]; an exemplary use case is smart vehicles [10].
Intelligent decisions must be made in real time by data stream algorithms based on sensor
data input for automated driving maneuvers. In addition to driver support, vehicle data
can also be used to assist public transport, e.g., to detect traffic jams or delays [11].

In the field of activity recognition, video data can be analyzed with the help of stream
classification algorithms [12–14]. Typical application scenarios are, e.g., human motion
capturing for the automatic recognition of sign language or accident detection in home
surveillance applications for older adults, or vehicle detection [2,15,16]. In addition to
surveillance applications in public and private spaces, stream classification algorithms are
also used in the entertainment sector. For instance, human gesture recognition is utilized in
video game development [13].

With the rise of social media, a new application area for stream-based algorithms was
born. Participatory online platforms such as Facebook or Twitter invite users to publish their
content in texts, photos, and videos. Over time, several algorithms have been developed
to analyze the development of discussions within these platforms. Tasks and problems
here are, for example, the automated detection of hate speech or cyber-bullying [17]. There
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are also efforts to detect texts that indicate health problems such as depression or even
emergency event detection [18–20]. Social media researchers are dealing with concise
texts compared to other applications on (stream) text data, such as spam email detection.
Therefore, an algorithm has less contextual information to learn the true meaning of texts
for classifying, e.g., sentiments [21,22].

Another application area for stream algorithms is the analysis of telescope data. De-
tecting stellar behavior or other astronomical events requires algorithms that can deal with
large amounts of image data [3,23–25]. In contrast, ref. [26] uses satellite data to monitor
forest development, and ref. [27] uses sensor and satellite data to detect abnormal events
(fires, animal movement) in forest areas. Another application of image data is the health
industry, in which medical image data is used to detect abnormalities or signs of illness [28].
Recently, images related to COVID-19 patients were also in the focus of research, i.e., facial
mask detection and ultrasound images [29,30].

Stream algorithms are also used in the financial sector to detect financial distress
periods or abnormal developments and intrusion detection [31]. In the left part of Figure 3,
we show the distribution of papers in our literature base distinguished by the disciplines in
which they were published.
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Figure 3. Distribution of outlet disciplines and data types in our literature base.

A comprehensive analysis often requires the combination of different data sources
and types, such as the fusion of different sensor data or merging of image and text data
in the social media area [9]. In our literature base, approximately 10% of the publications
incorporate more than one data type. The results can be observed in the right part of
Figure 3.

3.2. Benchmark Datasets

As shown in the previous section, many application areas for stream classification exist.
To compare the performances of algorithms across different scenarios, one usually utilizes
synthetic, or real-world benchmark datasets [13]. Tables 2 and 3 provide an overview of
general-purpose datasets for both categories. For an extended overview, publicly accessible
platforms and repositories such as OpenML (see www.openml.org (accessed on 5 September
2022)) by [32] or the UCI Machine Learning Repository (see www.archive.ics.uci.edu
(accessed on 5 September 2022)) can be used. It should be noted, though, that the datasets
available on these platforms are primarily used in static supervised learning. A recent
survey by [33] includes many of the datasets listed below, as well as a comparison of which
dataset was used most often in previous studies by other researchers.

www.openml.org
www.archive.ics.uci.edu
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The content of Tables 2 and 3 has been derived from the surveys of [4,34–39]. Further-
more, the works of [40,41] about multilabel stream classification as well as semi-supervised
problems instances have been included, respectively. In addition, ref. [42] proposes a
process for generating artificial problem instances and thus presents several synthetic gen-
erators and datasets in our tables. These summarizing works serve as a basis for our tables,
since they generally focus on stream classification, covering a broad range of application
areas. Other works focus on more specific application scenarios, and thus, they are briefly
discussed below:

Refs. [43,44] focus on the task of intrusion detection, while ref. [28] give an overview
of datasets including medical images. Here, for example, ultrasound images can be used
to detect anomalies early. For human activity recognition problems, refs. [13,14] provide
an extensive overview. Activity recognition problems encompass images of cameras
that capture people’s movements to, for example, monitor patients in hospitals or detect
threats via video surveillance in public spaces [14]. For activity recognition problems,
the Center for Advanced Studies in Adaptive Systems (CASAS) (see http://casas.wsu.edu/
(accessed on 5 September 2022)) also provides a collection of datasets. Ref. [8] list datasets
in the IoT domain, while ref. [45] describe datasets for text detection and recognition
in images. Although social media is another essential application for text recognition in
stream classification, no benchmark exists. This is partly due to the network’s strict legal
data-sharing restrictions. Ref. [46] propose not to share the data but the algorithms to solve
this lack of opportunities for algorithm performance comparison. Then, the researcher
holding the data can run all algorithms on one machine based on his or her data set and
can publish the comparative results.

3.2.1. Generators

In their work, ref. [4] differentiate between two different kinds of generators: artifi-
cial generators return a carefully structured and parametrized problem landscape, while
application-oriented generators produce instances for a real-world problem with artificial
drifts. Generators of the first group implement an artificial mathematical concept, e.g., a
hyperplane, that defines the problem landscape. The function returns an endless stream
of numerical data that can be used as input data for stream classification. By adjusting
the function parameters, the problem landscape can be shaped differently. One advantage
of using this kind of dataset is that we have a ground truth a priori, i.e., we know about
changes in the underlying data distribution. Additionally, unlike publicly available real-
world datasets, the stream is potentially unbounded, since new instances can always be
generated. In Table 2, we present standard generators of synthetic stream classification
datasets created via predefined functions. One example is the Sine generator that returns
points above or below a sine curve [47].

Generators of the second group produce data records based on application-oriented
scenarios. An example of such a generator is the Ocean Waveform Generator by [48], which
simulates three different wave shapes that a stream classification algorithm has to identify.
The prediction of different wave shapes is, e.g., required for the operation of wave energy
converters for sustainable energy generation [48].

Table 2 depicts each generator’s (abbreviated) name and a short description of its
application domain. More than two references imply that other researchers significantly
enhanced or altered the dataset. Furthermore, we included the number of attributes of
the generated dataset, the number of classes, and, if so, which concept drift (for detailed
information about different types of concept drifts, see Section 6). The authors included:

http://casas.wsu.edu/
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Table 2. Synthetic data generators from different application scenarios of stream classification.
Above the horizontal line, we summarized artificial generators, while we considered application-
oriented generators below.

Generator Description Attributes No. Classes Concept Drift

A
rt

ifi
ci

al

BG-FD [49] Binary Generator with Feature Drift 2 categorical 3 Feature
Circle [47] Four contexts defined by four circles 2 numerical 2 Gradual
Gauss [47] Normally distributed data 2 numerical 2 Abrupt
Mixed [47] Different functions used 2 numerical, 2 categorical 2 Abrupt

RandomRBF [50] Random Radial Basis Function
Simple: 10 numerical
Complex: 50 numerical

Arbitrary None

R-RBF with drift [50] Random RBF with drift
Simple: 10 numerical
Complex: 50 numerical

Arbitrary Gradual

RHG [51] Rotating Hyperplane Generator Arbitrary Arbitrary Gradual, Incremental
RHG with drift [50] RHG with drift for each attribute Arbitrary Arbitrary Incremental

RTG [51] Random Tree Generator
Simple: 10 numerical, 10 categorical
Complex: 50 numerical, 50 categorical

Arbitrary Abrupt

RTG-FD [49] RTG with Feature Drift Simple: 20/Complex: 100 2 Features
SEA [52] Streaming Ensemble Algorithm 3 numerical 2 Abrupt
SEA-FD [49] SEA with Feature Drift 3 numerical 2 Feature
Sine [47] Points below or above sinus curve 2 numerical 2 Abrupt
STAGGER [53] Boolean function 3 categorical 2 Abrupt

A
pp

li
ca

ti
on

-o
ri

en
te

d Agrawal [54] Loan applications approval 6 numerical, 2 categorical 2 None
LED [55,56] Digit prediction on LED display 24 categorical 2 Abrupt
LED with drift [50,56] LED generator with drift 24 categorical 2 Arbitrary
Rotating checkerboard [57] Generates virtual drift of checkerboard 2 numerical 2 Gradual

WaveForm [48,55] Detect Wave Form
Simple: 21 numerical
Complex: 40 numerical

3 Abrupt

WaveForm-FD [48,55] Detect Wave Form with Feature Drift
Simple: 21 numerical
Complex: 40 numerical

3 Feature

Table 3. Real-world datasets from different application scenarios of stream classification.

Dataset Description Observations Attributes No. Classes Discipline

Adult [58] Predict income 48,842 14 mixed types 2 Miscellaneous
Airline [59] Flight delays in USA 116 × 106 13 mixed types 2 Vehicles
AWS Prices [60] Bids on server capacity 27.5 × 106 6 mixed types Arbitrary Industry
CIFAR [61,62] Tiny colour images 60,000 32 × 32 pixels 10 Computer Vision
COCO [45] Text recognition in images 173,589 5 mixed types Arbitrary Computer Vision
Electricity [47,63] Relative price changes 45,312 8 mixed types 2 Industry
ECUE 1 [64] E-mail spam filtering 10,983 287,034 tokens 2 Miscellaneous
ECUE 2 [64] E-mail spam filtering 11,905 166,047 tokens 2 Miscellaneous
E-Mail data [65] E-mail headings 1500 913 words 2 Social Media
Forest Covertype [66] Covertype for quadrants 581,012 54 mixed types 7 Miscellaneous
Gas Sensor Array [67,68] Gas type identification 13,910 8 mixed types 6 Industry
Kddcup99 [69] Intrusion detection 494,021 41 mixed types 23 IT-Security
Keystroke [70] Detect imposter keystrokes 20,400 31 mixed types 10 IT-Security
MNIST [71] Handwritten digits 70,000 28 × 28 pixel 10 Computer Vision
Luxembourg [72] Classify internet usage 1901 20 mixed types 2 Social Media
NOAA Rain [73] Predict rain 18,159 8 mixed types 2 Miscellaneous
Nursery [74] Rank applications for nursery schools 12,960 8 numerc 5 Miscellaneous
Ozon [75] Preidct ozone levels 2534 72 mixed types 2 Miscellaneous
Outdoor objects [76] Recognize objects in garden 4000 21 mixed types 40 Computer Vision
Poker Hand [77] Hand of five cards 1 × 106 11 mixed types 9 Miscellaneous
Powersupply [69] Predict hour on basis of power supply 29,928 2 numeric 24 Industry
Rialto Timelaps [78] Identify buildings 82,250 27 numeric 10 Computer Vision
Sensor [69] Identify sensor ID 2,219,803 5 numeric 54 Miscellaneous
Usenet [79] Messages sent in groups 1500 99 attributes 2 Social Media
Spam Assassin Collection [80] Spam E-Mails 9324 39,917 words 2 Social Media
Weather [57] Predict occurrence of rain 18,159 8 mixed types 2 Miscellaneous

3.2.2. Datasets

Artificially generated datasets are not the only type of dataset for stream classifi-
cation. Often, datasets collected in real-world settings are used as well, as observed in
Table 3. The underlying classification tasks range from predicting numerical price changes
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in the electricity markets of Australia to object recognition by using thousands of tiny
images [47,61]. A common practice regarding real-world datasets is the concatenation
of static smaller sets to mimic streaming scenarios, i.e., to connect them in a series and
create consecutive artificial timestamps. An example of this approach is the famous MNIST
dataset, consisting of images of handwritten numbers, which is used across various ma-
chine learning domains [62,81]. In Table 3, the name of the dataset, as well as a short
description of its content, is given. We referenced the original authors of the dataset, some-
times alongside other researchers who conducted significant enhancements. In addition,
the number of records, attributes, assigned classes, and the general discipline from which
the dataset was collected are given.

Although today, more data is produced than ever in the past, it is generally criticized
that only a few large datasets exist for benchmarking purposes [34]. Additionally, the ex-
isting datasets have flaws: for example, refs. [39,82] detect irregularities in the Electricity
dataset provided by [63], since it incorporates dependent labels. Prices succumb to long
periods of ups and downs. Moreover, delays often occur in real-world problems, and labels
are not directly available [83]. Thus, many researchers identified producing more suitable,
high-quality datasets as an important future work endeavor [34,35,84–86].

3.3. Benchmarking Frameworks

We define a framework as an open-source application that enables the execution of a
stream classification pipeline. Over the years, multiple frameworks have been proposed to
help users perform certain parts of the stream classification process, as given in Figure 1.
Frameworks facilitate the interaction of different stream classification tasks, enhance in-
teroperability and thus contain all required building blocks for algorithm design [87].
They follow a defined program flow consisting of unmodifiable code. A framework may,
for example, include data generators or real-world datasets for benchmarking, algorithms,
and metrics that can be computed for monitoring purposes. That is, it should contain
all principal parts of our stream classification pipeline. In contrast, a loose or arbitrary
combination of different algorithms for a specific application scenario is not considered
a framework.

During our literature search, we encountered several works listing software frameworks.
A general overview can be found in the work of [5,35,37,88,89]. We excluded frameworks
such as Vowpal Wabbit (see www.vowpalwabbit.org (accessed on 5 September 2022)) or
RapidMiner (www.rapidminer.com (accessed on 5 September 2022)), since they—although
they can handle a large amount of data for batch processing—were not specifically de-
signed for stream classification purposes and did not incorporate, e.g., essential stream
classification algorithms. In the studies of [90,91], the authors compare stream processing
frameworks that facilitate stream mining tasks but cannot be used for classification.

In the following, we give an overview of relevant frameworks, which are also sum-
marized in Table 4. Below, we provide the framework’s name and an overview of which
process step of our pipeline can be executed via which framework. Additionally, each
framework will be discussed briefly:

The Very Fast Machine Learning toolkit (VFML) concentrates on high-speed data stream
mining and very large datasets [92]. It incorporates a collection of datasets from the UCI
repository. Moreover, it includes functions for feature space simplification. Its core com-
prises a collection of algorithms: primarily tree-based, k-nearest neighbor, and deep neural
network approaches. It contains some functions for monitoring, e.g., the development of
tree-based algorithms, but has no focus on either evaluation or continuous monitoring.

Jubatus is a framework developed during a Japanese research project [93]. The fo-
cus lies on distributed processing. Notably, it provides a model-sharing architecture for
practical training and collaboration of the classification models. Thus, Jubatus aims to re-
duce the high networking costs and high latency as inevitable consequences of distributed
environments. It includes nineteen test datasets from various sources, e.g., Twitter or
malware classification. Further, it incorporates functions for feature space simplification

www.vowpalwabbit.org
www.rapidminer.com


Appl. Sci. 2022, 12, 9094 10 of 43

next to preprocessing algorithms specially designed for textual data, i.e., vectorization and
removal of links. All basic stream classification algorithms, such as, for example, Hoeffding
trees (see Section 5.2.1), are integrated into the framework [93]. Nevertheless, it contains
only essential evaluation and monitoring functionality, such as a confidence value for each
assigned class label. In any related project, it can be executed via the analytics engine
Spark [94] or the Python sci-kit-learn library.

Table 4. Overview of relevant stream classification frameworks.

VFML Jubatus streamDM River MOA

Artificial datasets X X X X X
Real-world datasets X X X X
Preprocessing X X X X X
Data Segmentation X X X X X
Labeling X X
Trees X X X X X
Neural networks X X X X X
Neighborhood-based X X X
Frequency-based X X X X X
Rule-based X X X X X
SVM X X X
Ensemble X X X X
Concept drift detection X X X
Update Mechanisms X X
Evaluation X X X X X

The Stream Data Mining library (streamDM) developed by Huawei is an extension of
Spark [95]. Like Jubatus, it is an extensible and programmable framework focusing on
the distributed processing of datasets. The input data stream is divided into processable
batches, then forwarded into the Spark engine to generate classification results. Since
it has connections to the MOA framework discussed below, it is possible to import all
datasets available in MOA. Nevertheless, the authors claim that due to the implementation
in C++, it is faster than MOA. streamDM only incorporates different approaches to read
the data stream but does not offer explicit preprocessing steps. However, it offers more
available learners than Jubatus, such as various stochastic gradient descent approaches,
bagging, different Hoeffding trees, and ensemble learners. Likewise, it offers a broader
evaluation and monitoring functionality, such as prequential evaluation and metrics based
on a contingency table.

River is the recent result of the fusion of the sci-kit-multiflow and the creme Python
libraries [96]. It grants access to the whole scikit-learn (see www.scikit-learn.org/stable/
index.html (accessed on 5 September 2022)) library and the streaming background of
the python package creme (see www.pypi.org/project/creme/ (accessed on 5 September
2022)). River includes nearly all benchmark datasets in Table 2 and various preprocess-
ing approaches such as feature selection and normalization. Additionally, numerous
classification algorithms and a broad range of monitoring and evaluation methods were
incorporated, e.g., for concept drift handling. It is faster than the classical machine learning
libraries PyTorch and Tensorflow if one observation at a time must be labeled, but ref. [88]
claim that it is slower than MOA, since Java code is expected to run faster than Python code.

Finally, we discuss the most frequently cited framework, Massive Online Analysis
(MOA) [97]. It merges numerous functionalities of the previously mentioned frameworks,
especially related to River and streamDM. It is based on WEKA, the Waikato Environment
for Knowledge Analysis framework, a toolkit for batch machine learning algorithms [98].
The framework is written in Java and can be executed via a built-in graphical user in-
terface (GUI) or the command line. Additionally, it holds interfaces to the statistical
programming language R (see www.jwijffels.github.io/RMOA/, www.cran.r-project.org/
web/packages/streamMOA/index.html (accessed on 5 September 2022)).

www.scikit-learn.org/stable/index.html
www.scikit-learn.org/stable/index.html
www.pypi.org/project/creme/
www.jwijffels.github.io/RMOA/
www.cran.r-project.org/web/packages/streamMOA/index.html
www.cran.r-project.org/web/packages/streamMOA/index.html
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MOA was initially developed to facilitate stream classification performance mea-
surement to manage the stream algorithm’s speed, memory usage, and accuracy. Thus,
the maximum amount of available memory space in MOA is fixed, while the other two di-
mensions can be adjusted to the user’s needs. Currently, its limits are handling up to
ten different class labels. It includes many datasets we identified as relevant benchmark
datasets in Table 2 and some from Table 3. It holds many preprocessing approaches such
as feature selection and discretization. MOA includes many stream classification-related
algorithms, such as decision trees and Naïve Bayes classifiers, as well as several evaluation
methods such as the prequential holdout. Advanced application scenarios include exten-
sions such as a Tweet-reader to collect Twitter tweets directly, a framework for sentiment
analysis, and data reduction techniques on streams without drift. Additionally, it contains
all the functionalities of the Scalable Advanced Massive Online Analysis (SAMOA) frame-
work, which is no longer maintained but has been integrated into MOA. SAMOA was
an Apache project to create a new platform that performs stream mining in a distributed
environment. Lastly, different applications and platforms, such as OpenML [32], provide
easy access to MOA. For further information, the interested reader is referred to [50].

4. Data Processing

When data is consolidated from different sources, as the first step (see Figure 1), nu-
merous integration steps are required. In this section, possible ways of input segmentation,
preprocessing methods, and labeling techniques are discussed. Again, an overview of all
the covered subtopics is given in Figure 4.

Data Processing

Instance Selection
Preprocessing

Labelling

Feature Selection

Sliding Time Window 

Data Segmentation

Landmark Time Window

Adapted Time Window

Damped Time Window

Tilted Time Window

Feature Space Simplification

Semi-Supervised

Active Learning

Problem of Imbalanced Data

Noise Removal

Figure 4. Overview of data preparation methods applicable for data stream classification purposes.
Here, the handling of data of the respective sources is specified.

4.1. Preprocessing

Data preprocessing is nearly all knowledge discovery processes’ first and most critical
step. Frequently, this step takes more time than the actual analysis step [99]. Raw data
is usually low quality and full of inconsistencies, missing values, noise, or redundancies.
This challenge could cause the performance of classification models to fall short of their
capabilities. By proper preprocessing, the quality and reliability of automated classification
can be improved significantly. Working with stream data is accompanied by specific
properties, e.g., that it cannot be stored in its entirety and data points often arrive at high
speed. The typical preprocessing steps have to be treated differently than in classical offline
settings [99]. Time is a critical component of stream classification problems compared to
the offline setting. Typical offline methods benefit efficiency because some approaches can
iterate over the data multiple times to identify essential features or align feature spaces for
better comparability with enough processing time. Regarding the requirements of online
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learning, one iteration should be enough. However, this is not always precisely handled in
practice. For example, multiple iterations over a selection of data points are also possible.
Nevertheless, not all data points can be stored permanently, and preprocessing steps should
be kept in time and short. In addition, the emergence of new classes and features or the
change of feature value spaces makes accurate preprocessing difficult. An example is
an image or video data, as in surveillance applications or gesture recognition scenarios.
Usually, processing pixels is a complex task due to a large data quantity and the fact that
only a small amount of pixels captures essential information. The data needs to be reduced
before the analysis for efficient computations.

While most summarizing papers in the field of stream data preprocessing cope with
sub-aspects, the work of [91,99] give a broad overview of tasks and techniques. The authors
elaborate on the current status, such as challenges and research directions. Within their
extensive survey, ref. [99] review the mentioned preprocessing algorithms and evaluate
them against several synthetic and real-world benchmarking datasets by comparing the
accuracy of classification results. As a basis, they use the datasets, as well as generators
of the MOA framework. In the following, we will structure typical preprocessing steps
according to the work of [99].

4.1.1. Feature Selection

According to [91,99] dimensionality reduction can be achieved by feature selection.
Here, methods are divided into filters (applied prior to the actual learning algorithm),
wrappers (built upon an evaluation of features), and embedded methods (where the
selection is a part of the learning algorithm itself). For stream scenarios, especially the first
category is of interest, since the other two approaches are usually too time-intensive or
require multiple iterations over data points. Further, filter methods are robust concerning
changes in the data streams. Classical filtering methods are, for example, the evaluation of
the features based on the information gain or the χ2 index [99].

A well-known filter approach is the DXMiner, which can react to drifts and changes in
feature space. The algorithm uses the deviation weight measure to rank features during
the classification phase [100]. DXMiner then uses the most discriminative features of the
latest labeled instances to classify new, unseen observations. Within their exhaustive bench-
marking study, ref. [99] demonstrate that DXMiner is the only algorithm that addresses the
problem of concept drifts in stream data. The authors point out that feature selection never
improved classification accuracy, but some algorithms yield comparable results with lower
model complexity. Again, DXMiner is proposed as the best-performing method here.

4.1.2. Instance Selection

According to [99], the selection of instances is another preprocessing step that usually
differs from the traditional offline setting. Selecting appropriate data points is vital for
the training phase of an algorithm. Especially after the appearance of a drift in the data
stream, it is necessary to select new instances for training and discard data points that
belong to outdated concepts in the stream. While drift detection methods are discussed
in detail in Section 6, here, the focus is only on the training instance selection methods.
The goal is to evaluate which data points should be used for the training, or in other
words, which data records represent the current status of the data stream. One way to
identify a change in the data stream is to analyze data points regarding their distance to
other stream data records. Nearest neighbor methods, for example, bring data points into
spatial dependencies. In addition, the temporal component can be considered by sliding a
fixed-size window over a data stream or by weighing instances according to their age (see
Section 4.2).

An influential work in this context is the IBL-DS (Instance-based learning on data
streams) algorithm by [101]. The algorithm follows instance-based learning, which means
that predictions are made ad hoc based on current data—called the case base—rather than
using a previously created model. Thus, the temporal component and possible changes in
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the data stream are not disregarded, which is beneficial, especially in scenarios with concept
drift. The case base is the pivotal point in this approach. Since not all data points can be
stored, the selection must be made carefully. The instances should reflect the characteristics
of the current data stream, and the feature space should be represented as balanced as
possible. Thus, neither regions are over- or under-represented. Furthermore, only instances
that belong to the current concept in the data stream should be included. The approach is
implemented via the WEKA interface. It has been evaluated on many synthetic datasets
such as STAGGER, Gauss, Sine2, or Hyperplane, as well as on real-world stream datasets
(the stream datasets were artificially generated based on static datasets of the UCI package.
IBL-DS is evaluated on the car, nursery, and balance dataset). A drawback of nearest
neighbor approaches is the computational complexity [99].

Ref. [64] proposed an instance selection method with two levels, called Competence-
Based Editing (CBE). The first stage is noise removal and the second cope with redundancy
reduction. The authors present the algorithm in the context of spam detection. Within their
benchmarking study, ref. [99] points out that CBE is evaluated as the best option, for in-
stance, in model accuracy and reduction.

4.1.3. Feature Space Simplification and Noise Removal

Following the taxonomy of [99], feature space simplification is the third category of
data preprocessing methods. An example here is the discretization of feature values. This
step is crucial for some classification algorithms (e.g., Naive Bayes) because they only work,
or operate better, on discrete data [99]. Ref. [102] present a two-step approach, which
thrives on finding the optimal discretization of the data. First, the Partition Incremental
Discretization algorithm (PiD) summarizes data and creates preliminary intervals, e.g., of
equal width. These intervals are then optimized by splitting whenever the number of
elements in an interval is above a predefined threshold. Second, the intervals are merged
using a discretization metric, e.g., a minimum description length discretizer. The approach’s
performance depends not least on the choice of the initial intervals. Another example of
feature space simplification is topic modeling in terms of textual data. Social media data
is usually relatively short, creating a sparse feature space. This makes traditional NLP
methods more error-prone. Ref. [22] perform topic modeling on the sparse text data and
then represent the texts based on contained topics rather than just on the words present.

Another challenging task in preprocessing is the step of noise removal. Within their
extensive study, ref. [103] elaborate on the different noise scenarios in stream data. They
distinguish between stationary noise in evolving data streams, evolving noise in stationary
data streams, and evolving noise in evolving data streams. A data stream is named
“evolving” when some drift (see Section 6) occurs. In contrast, “evolving noise” means
that the noise changes over time, such as, for example, a sensor record when the sensor
performance decreases with its lifetime. The authors conclude that there are numerous
challenges in noise removal within stream scenarios. At the point of their study, noise is
often tackled by building robust classifier models (e.g., [104]) instead of removing noisy
data records. Further, the scenarios of evolving noise are not investigated so far [103].

In line with noise removal, the problem of outlier detection is discussed in the literature.
Ref. [105] give a structured overview of outlier detection algorithms in the stream data
environment. As this is commonly used, they focus on the Local Outlier Factor technique
(LOF). The initial idea is that density is measured, i.e., the number of data points located in
the immediate environment. Then, the density of one data point is compared to the densities
of its neighbors. Data points with a significantly lower density than their neighbors are
considered outliers. Ref. [105] conclude that the LOF technique is only partially valuable
in stream scenarios. The main drawback is the extensive computational cost and memory
usage needed to calculate the distances. To overcome this, they propose the idea of
LOF based on a subset of data points. Nevertheless, further work and benchmarking
studies should be conducted on outlier detection. Ref. [99] conclude that there is room
for improvement in all preprocessing tasks, especially when it comes to high dimensional
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and specifically imbalanced or multi-labeled data. Most methods are in the first stage of
adaption from the offline setting and have issues regarding efficiency. Future research
should focus on proper feature selection methods in stream scenarios with concept drift.
This goes especially for reoccurring concepts in the data. The authors pose the need for
better algorithms to handle the discretization of features online. Ref. [91] additionally
refer to the future challenge of missing values imputation, which is a complex task in data
stream mining, as here, relationships among features and observation have to be taken
into account.

Next to the extensive work of [91,99], there exists other summarizing work in the field,
which, however, is more context-specific. In [106], preprocessing is elaborated for the activ-
ity recognition domain. The authors introduce different approaches to extract meaningful
sensor data and evaluate the approaches by the CASAS intelligent home dataset.

4.2. Data Segmentation

Since the data stream is possibly unbounded in stream classification, it is often seg-
mented into batches called windows when it comes to the actual processing, e.g., drift
detection or updating. An overview of the most often described time window types in our
literature base can be observed in Figure 5.

Time
Sliding Time Window
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ti+1
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Landmark Time Window
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ti+1
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Time
Damped Time Window
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ti+1
ti+2

Time
Adapted Time Window
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Figure 5. Different ways to segment the input data. The more concentrated the blue, the more are the
observations considered in retraining the model.

Several works discuss the different types of time windows. Commonly, sliding,
damped, and landmark time windows are distinguished [49,88]. In [89,107] damped time
windows are denoted fading time windows; however, they refer to the same concepts.

In sliding time windows, the specific window size is fixed so that the algorithm dis-
cards the oldest observation from consideration for each new incoming observation. Thus,
the same number of observations is always used to retrain the model. Similarly, the land-
mark time window keeps a steady number of observations, but the data is portioned into
disjoint chunks. Whenever a landmark is reached, all observations previously considered
are released. Landmarks can be defined differently, e.g., a threshold for the maximum
number of observations or a certain amount of time passed. This approach should not be
used when it is known a priori that the data stream contains drifts with long periods of
stability in between [5]. In such cases, no window size can capture the distribution shift.
An alternative is the damped time window. Unlike the approaches discussed, a function is
used to decay older observations over time. In literature, usually exponential functions are
used to weight observations and generate the decay [108].

Additionally, refs. [89,107,109] present a tilted time window as a variant of the damped
time window. It applies different levels of granularity to the data records according to their
recency. Thus, old data points are summarized in larger, less important windows, while
new observations are considered in smaller, heavier-weighted windows.

Similarly, ref. [5] introduce the adapted time window as a variant of the landmark
time window. Here, the window size is not fixed but can be adjusted dynamically. In prac-
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tice, adapted time windows may lead to significant data chunk sizes and computational
overhead. For example, the Adaptive Windowing algorithm (ADWIN) flushes the consid-
ered observations every time a concept drift is detected. Thus, it automatically selects the
appropriate window size. The user specifies a sufficiently long time, within ADWIN auto-
matically generates all possible windows and compares them by inspecting the mean value
difference [110]. An optimal cut is found when the mean difference exceeds a predefined
tolerance level that the user can set. ADWIN forms the basis for many automated update
algorithms through its adaptive windows’ capability [36].

In the works of [88,111], general advantages and disadvantages of windowing are dis-
cussed. Refs. [5,88,112] mention the processing of each incoming observation incrementally
as it arrives as a possible way to process incoming data. Ref. [111] points out that by using
the windows approach instead of incrementally adding new observations, the expiration
of the old observations has to be controlled. Setting the correct window size is crucial for
drift detection for all these approaches. However, some types of drifts cannot be detected
by some window types. Using different input segmentation methods in parallel [111]
is reasonable.

Note here that the denomination of window types are those most commonly used
in the literature. However, for different types of stream classification tasks, they can vary.
For example, ref. [106] described window types for activity detection with sensors that
incorporate the same approaches discussed here but are called differently. E.g., sliding
time windows are called time-based windows, while landmark time windows are called
sensor-based windows [106].

4.3. Labeling

Another essential step of data processing, which is not part of the actual classification
procedure, is labeling data points. While in traditional classification scenarios, a certain
amount of data is often available as ground truth initially, the stream classification process
thrives on new labeled data points. Two problems go along with this: on the one hand,
labeled data are rare (as in the traditional setting), and on the other hand, it can often arrive
with an inevitable delay (or never) [113]. An example is the problem of predicting a plane’s
delay at its departure. The true label—the plane’s actual delay—is available hours after the
model predicted it. For implementing a stream classification algorithm, labels are often
lagging and have to be generated occasionally, either manually or automatically.

An essential strategy in this context is active learning, by which meaningful data
points are labeled and then used for training [114]. This approach is suitable for stream data
scenarios, as it focuses on only a limited number of instances. Potentially significant data
points can be extracted by using instance selection (see Section 4) approaches. Commonly,
labeling of new data points is triggered once a concept drift has been detected, and the
labeling itself is conducted by experts or in an automated fashion.

However, in practice, instance selection for (manual) data labeling is a very costly and
almost infeasible process. Therefore, automated generation of labeled data is currently
the focus of research. One approach for automated labeling is semi-supervised learning,
which conceptually ranges between supervised and unsupervised learning [41]. Typically,
those algorithms attempt to improve performance in one of these two tasks. Regarding
classification, semi-supervised techniques can be distinguished between creating classifica-
tion models (see Section 5.2) and labeling strategies of new data points, which typically
require clustering of instances [41]. Here, the idea is that unlabeled data can be used to
construct a more accurate classifier under certain assumptions about the data distribution.
In general, labeled data is enriched by originally unlabeled records, assuming that data
points within a cluster belong to the same class. A prominent example of automated
labeling of new instances from a few labeled data is self-organizing maps (also known as
Kohonen maps) [115].

Next to the labeling problem itself, another highly discussed topic is the problem
of imbalanced data and label sparsity. This topic is often considered in preprocessing
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literature [91]. In evolving data streams, classes may be highly unbalanced. As in offline
scenarios, methods of under-or oversampling are considered to balance data and enhance
prediction performance [91]. An influential work in the field of imbalanced data is the
Synthetic Minority Oversampling Technique (SMOTE) proposed by [116]. The algorithm
chooses a random example of the minority class and finds the k nearest neighbors. Then,
a new data point is created by randomly choosing one of the neighbors and then randomly
specifying a point between the latter and the chosen example. Numerous advancements
of the initial algorithm exist, which can deal with large amounts of data as standard in
the stream scenario [91]. Nevertheless, the problem of imbalanced data is one of the most
prominent challenges in stream data analysis [40,91,117,118].

5. Stream Classification Algorithms and Architectures

There are plenty of options for choosing the actual classification algorithm as the
core of the classification pipeline (Figure 1). The algorithm needs to handle (potentially
unbounded) data streams, where instances might arrive at high speed and can not be stored
completely, and predictions need to be made in time [1]. In addition to the stream data-
specific requirements, there may be other specific demands on the algorithms. For example,
multi-label or multi-class algorithms may be required depending on the scenario. Based on
the various application areas (see Section 3), scientists have been engaged in developing and
advancing individual stream classification approaches over the years. Moreover, a large
number of reviews, as well as benchmarking papers, exist. Based on this literature, we
give an overview of stream classification algorithms together with unique features and
challenges. Moreover, we summarize the review and benchmarking studies by indicating
which algorithm types and structures they cover (see Table 5 and Figure 6 for the structure
of the section).

Setup
Tree-based

Algorithm

Architecture

Neural Networks based 

Single

Ensemble

Neighborhood-based

Frequency-based

Rule-based

SVM

Figure 6. Overview of classification algorithms. Depending on the data sources and initial processing,
the choice of a suitable algorithm has to made.

5.1. Architecture

Commonly, the classifiers are divided regarding their architecture into single classifiers,
or classifier structures, called ensembles [1,89]. To deal with the large amounts of data
and the changing data under certain circumstances, combining several models has proven
beneficial rather than performing the classification based on a single classification model.
A classifier ensemble is a collection of several weak learners, i.e., simple algorithms, whose
accuracy is at least slightly above chance. The main focus is on algorithm efficiency, and the
basic idea is that combining several weak learners, which only work on a few features,
leads to better global classification accuracy. Research on the composition of the ensembles
and the combination or weighting of the weak learners is controversial. In their work,
Ref. [5] propose different aspects, which should be considered when creating an ensemble.

The combination of classifiers describes how the individual classifiers interact with
each other. Several approaches and voting strategies exist for weak learners [5]. A flat
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architecture (also found in literature as bagging strategy) describes a setting where weak
learners are trained in parallel on different data points and/or features subsets, and their
classification results are combined, e.g., via majority votes. Thereby, the most frequently
predicted class is assigned to the respective instance. Alternatively, classification can be
based on a single selected ensemble classifier or by weighting the different models [119].

Another possibility is to use the results of the weak learner to train a meta learner
(called stacking) [5]. Instances formed by the predictions of the weak learners are denoted
as meta-dataset. Together with the initial labels of the training data, a meta-classifier can be
induced, which is trained on predictions of weak learners as features. This model is then
used to predict the label of a new observation.

Table 5. Overview of relevant stream classification algorithm review and benchmarking studies.

Ensemble Tree Neural Neighbor Rule Frequency SVM Benchmark

[120] X X X X
[121] X X X X X X
[111] X X X X X
[89] X X X X X X X
[122] X X X X X
[5] X
[37] X X X X
[1] X X X X
[84] X
[123] X X X X X
[124] X X
[33] X X X X
[125] X
[13] X X X X X
[88] X X X X X
[7] X X X X
[107] X X

Another important configuration aspect of classifier ensemble approaches is classifier
diversity [5]. On the one hand, it is possible to train the individual classifiers on different
features (vertical partitioning) or data points (horizontal partitioning). On the other hand,
different hyperparameters of classifiers or even different base classifiers on the whole
training data can be used. With all these possibilities, the diversity of ensembles is a
multifaceted topic. Many studies, strategies, and metrics exist to achieve and monitor the
appropriate level of diversity for ensembles [5]. Unlike offline, maintaining diversity and
performance in the online setting are considerably more complex. This is especially the
case for changing data streams (see Section 6 for more details of changes in data streams).
Ref. [84] gives a broad overview of ensemble algorithms in stream classification. They
elaborate on the ensemble diversity and combination of base learners. Further, they give
an overview of the suitability of algorithms in the case of imbalanced data, novelty class
detection, active and semi-supervised learning, and high-dimensional data. The authors
define future research directions as handling high dimensional data, the combination of
multiple streams, and self-tuning ensembles. However, more work could be conducted to
analyze the type of drift and work with imbalanced data and delayed label information.
Ref. [126] analyze the impact of changes in the data stream on diversity measures in
streaming scenarios. The analyses are based on the MOA framework and the artificial
and real-world datasets provided in the MOA framework. This study demonstrates that
diversity metrics can be used for stream classification. Further, the monitoring of ensemble
diversity over time can be used to elaborate the type of concept drift (see Section 6).

5.2. Algorithms

Various algorithms can be found in the literature suitable for a stream classifica-
tion problem. In line with the review papers in the field, the most common solutions
are based on the ideas of trees, neural networks-, frequency-, and neighborhood-based
approaches [13,88]. In addition, Support Vector Machines and rule-based algorithms are fre-
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quently mentioned, as they can be adapted to the stream setting [89,111]. In the following,
we will shortly give an overview of the most common techniques (see Figure 7).

(b) Neural Networks(a) Trees (c) Neighborhood-Based

(e) Frequency-Based(d) Rule-Based (f) Support Vector Machines
x

Figure 7. Overview of the most common algorithm types used in the reviewed literature in a stream
classification scenario. The point shapes in (c) and (f) represent data of different classes.

5.2.1. Trees

Tree-based algorithms (see Figure 7a) are suitable for stream classification scenarios
because of their low computational costs, their ability to deal with redundant features, and
their robustness in terms of noisy data [89]. Hoeffding Trees, as a particular class of decision
trees, are one of the most fundamental algorithms in the field [127]. The underlying concept
is a very fast decision tree (VFDT) algorithm. With this algorithm, it is not necessary to
consider an exhaustive training database but a sufficiently large subset at each splitting
point of the tree. Moreover, instances are not stored as such but with the help of counters.
Counters enumerate how many instances are classified according to a particular tree branch.
Thus, the tree is generated incompletely but with a sufficiently large amount of information.
By this, the algorithm perfectly fits the stream scenario, where training data might be
incomplete at the beginning, not all instances can be stored, and predictions need to be
made in time. For example, within our search, we found the application of Hoeffding trees
in intrusion detection [128].

For experimental studies, the SAMOA framework can be used to parallelize the
vertical Hoeffding Tree (VHT) to cope with the high data volumes in stream classification
scenarios [129]. VHT splits observations into feature subsets (vertical parallelism) of an
instance. The algorithm treats all feature subsets as an independent. Thus, computations
can be conducted in parallel. Ref. [124] evaluate ensemble methods on MOA real-world
datasets. Specifically, they compared ensembles, which are trained online and window-
based. They conclude that the adaptive window online ensemble (AWOE), introduced
by [130], which operates in a hybrid fashion and includes an internal change detector,
produced the best results in terms of accuracy, memory usage, and processing time.

Trees in terms of ensemble classifiers are called forests. The best-known variant—random
forests—consists of several randomly generated decision trees. Each tree is trained on a
random sample of the data and a subset of features (bagging). The classification results of
the trees are merged into a prediction, e.g., via a majority vote, within the combination step.

To cope with the circumstances of the streaming scenario, the Adaptive Random
Forest algorithm (ARF) includes a dynamic update method to react to possible changes
in the data stream [131]. Each tree is provided with a change detection functionality so
that new and more suitable trees can be built in the background at any time. In a large-
scale study, the authors show the performance of ARF algorithms on different synthetic
and real-world datasets with concept drift. For their experiments, they use the MOA
framework. The evaluation criteria within their experiments are classification accuracy,
CPU Time, and Memory usage. The authors show that adaptive random forests perform
exceptionally well on real-world data sets with label delay. Further, the algorithm is suitable
for settings with many features, e.g., in a Natural Language Processing setting such as
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spam email detection. Here, the authors demonstrate good results even when using a small
number of decision trees. Additionally, within the ARF approach, it is possible to train the
trees in parallel without harming the model’s classification performance. The algorithm
is especially suitable for classification problems, where a subset of features is sufficient
to create a decisive explanatory model. A drawback of tree-based classification models is
that rebuilding, e.g., changing data, is a time-consuming task [121]. Further, trees tend to
over-fit in case they create a high number of branches with only small leafs.

5.2.2. Neural Network

Due to their generalizability and ability to solve non-linear and dynamic decision
problems, neural network-based methods (see Figure 7b) are standard in the field [89].
One of the best-known neural network-based methods in the field of stream classification
is the extreme learning machine (ELM) [125]. The classical ELM is a learning algorithm con-
ducted on feed-forward neural network(s) with a single hidden layer [132]. The algorithm
provides high generalization performance and is very efficient because it does not require
gradient-based back-propagation to work. The hidden nodes, as well as their weights and
biases, are chosen randomly. Only the weights of the hidden nodes to the output layer
must be learned by a least squares method.

Since the invention of the ELM in 2004, it has been used and further developed in many
applications. In their review paper, ref. [125] describe the development of the algorithm
and show the different works and modifications that have emerged around the basic idea of
this efficient and straightforward approach. While the original ELM was designed for batch
learning, the Online Sequential ELM (OS-ELM) algorithm can be trained online on single
new data points or flexible batch sizes [133]. Based on the OS-ELM, many extensions and
solutions have been developed. The individual works deal with the problems of concept
drift, unbalanced distribution of classes, and uncertainty of data [125].

Of course, using ELM classifiers as base learners in an ensemble setting is also con-
ceivable [134]. Ref. [134] use the result of an ensemble of ELM models with randomly
assigned activation functions to apply a weighted voting strategy for classifying new obser-
vations. For a broad overview of the individual approaches and their interrelationships,
we recommend the work of [125].

Next to the ELM, other neural network-based approaches were proposed in the litera-
ture. Ref. [135] shows a wide-ranging benchmarking study for neural network algorithms
on stream data. Concretely, they compare a basic Multi-Layer Perceptron (MLP) model with
a Long-Short Term Memory network (LSTM), a Convolutional Neural Network (CNN),
and a Temporal Convolutional Network (TCN). The models are evaluated in terms of
accuracy and computational efficiency on various UCI repository datasets, including image,
sensor, and motion datasets. The authors conclude that CNNs reach the best accuracy
by allowing fast processing of the incoming data stream. LSTM and TCN lag behind the
capabilities in terms of higher processing time and worse performance.

CNNs are broadly used in high-dimensional data, as in image and video analysis. Intel-
ligent filtering and reduction of the input data make it possible to classify images or detect
objects in the images efficiently. Application scenarios are, e.g., gesture recognition proce-
dures, surveillance applications, or the automatic analysis of ultrasound [15,27,136,137].

More complex neural networks are at a disadvantage in the stream setting because
most methods cannot make predictions in real-time [88]. Nevertheless, researchers thrive
on using state-of-the-art methods’ advantages on data streams. A specific example is a
generative adversarial network (GAN) proposal by [138]. The deep learning architecture
can regenerate training data and overcome data storing limitations. Due to the high com-
putational costs of training and their need for extensive parameter tuning, deep learning
methods are not commonly approved in evolving data streams [88]. Next to their high com-
plexity, neural network-based methods are often criticized as black boxes, as the decisions
are not interpretable [89].
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5.2.3. Neighborhood Based

Neighborhood-based methods (see Figure 7c) are frequently used in the stream clas-
sification setting. As one of the most common approaches, the k-nearest Neighbor (kNN)
algorithm predicts labels of new data records by selecting the class label of the closest
training instance [121]. For k > 1, the class label is defined as the majority of all k nearest
neighbors of the instance.

Nearest neighbor classifiers can be naturally transformed to the incremental setting by
selecting a limited subset of the most “useful” examples (also called reservoir sampling
or lazy learning [1,121]. The sampling process can be biased or unbiased [111]. In biased
methods, the time component of data streams is considered. Thus, more recent data points
are weighted higher than earlier data records, especially suited for streams with concept
drifts. Although the algorithm is intuitive, determining the appropriate k, especially when
considering evolving data streams, is not trivial. The ANNCAD algorithm is one of the
earliest kNN algorithms designed explicitly for data streams [139]. Here, an adaptive choice
of the number of k nearest neighbors is possible.

Similar to traditional nearest neighbor approaches, classification can also be conducted
based on clusters. Original training data is represented as, e.g., the centroid of supervised
microclusters. Thus, the data, as well as computational costs, are reduced [111]. A class
consists of one or more micro-clusters, and predictions are derived by measuring the
distance of newly arriving instances to the centroids of clusters. Classification of instances
based on micro-clusters is also reported by [120] as an on-demand classification. Another
common technique, aligned with the one above, is representing data points as density
regions in a grid [140,141]. The idea of grid-based clusters is that only counters of the
grid regions need to be stored instead of complete observations. Ref. [142] propose an
ensemble of k-means classifiers—called Semi-Supervised Adaptive Novel Class Detection
and Classification (SAND). Each classifier is trained on a different batch of data. The data of
each batch is partially labeled and can be determined dynamically. New labeled instances
are gained using records with a high classification confidence score to handle concept
drifts. Thus, the classifier is updated. Further, a dense area of outliers is interpreted as a
new class. Within their study, the authors compared their algorithms with, e.g., Adaptive
Hoeffding Trees in terms of its classification performance and ECSMiner, (ECSMiner is a
novel class detection algorithm, proposed by [143].) for the novel class detection component.
The performance of SAND in both tasks is at least comparable to the considered algorithms,
with only a small number of labels.

The challenges of neighborhood-based approaches are the reduction of processing
time, the development of meaningful cluster splitting methods, and the curse of dimen-
sionality [88].

5.2.4. Rule-Based

An intuitive classification approach are rule-based systems [37,120,122]. The idea is that
combinations of different features indicate a class label (see Figure 7d). For instance, specific
intervals of numerical attributes are associated with a respective class. Thus, traditional
rule-based methods cannot be used in stream scenarios with evolving feature spaces or
other changes in the data. Exemplary algorithms extending the idea of rule-based systems
to the streaming scenario are, e.g., STAGGER, FLORA, and AQ-PM [121]. STAGGER
consists of two stages to handle shifts in the distribution: in the first step, the weights of
the features, which lead to the applied rules, are adjusted. Second, new features are added
to existing rules [53]. FLORA (as well as the extension FLORA3) is based on the idea of
temporal windowing [144]. A collection of temporal contexts can be disabled or enabled
over time, e.g., to handle seasonal drifts. The AQ-PM approach keeps only the training
data close to the rules’ decision boundaries [145]. Thus, AQ-PM can learn new concepts by
forgetting older examples. However, the major drawbacks of rule-based systems are their
inflexibility and low learning speed [121].
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5.2.5. Frequency-Based

The Naïve Bayes algorithm (NB) is an incremental algorithm, which is by nature
able to handle data streams [121]. Decisions are made based on a frequency scheme (see
Figure 7e). Concretely, NB is based on the Bayes Theorem, which assumes that the explana-
tory variables are independent conditionally of the target variable [146]. Thus, Naïve Bayes
works intrinsically incremental by updating relevant entries in its probability table and
deriving predictions based on posterior probabilities whenever a new training instance
arrives. The algorithm is well-known for its simplicity and can predict class memberships
with low computational costs. The traditional algorithm deals with a discretized feature
space. However, numerical feature spaces occur often, e.g., in sensor data. Bayesian clas-
sification can be combined with an initial discretization step as preprocessing, e.g., via
the PiD method [102]. An option of using the algorithm on continuous data arises from
the Gaussian Bayes models [123]. Nevertheless, the two main drawbacks of Bayes clas-
sifiers are the independence assumption of the features, such as the inability to handle
multimodal distributions.

5.2.6. Support Vector Machines

The Support Vector Machine (SVM) [89] is a well-known offline classification algorithm.
SVMs are based on finding the maximum marginal hyperplane that separates training
data of different classes (see Figure 7f). Finding the hyperplane is a convex optimization
problem, which can be solved using the Lagrangian formulation. Using SVM algorithms in
big data settings comes with complex calculations, making the traditional SVM unsuitable
for the stream scenario. An approach that adapts the idea of the SVM algorithm to the
stream classification problem is the Core Vector Machine (CVM) [147]. Here, a minimum
enclosing hypersphere is used, which represents the divisive data records. Calculations are
then based on the representative hypersphere instead of the original data records, making
calculations more efficient. This idea forms the basis for other SVM-based algorithms such
as StreamSVM [148]. Here, the CVM is extended so that one pass over the data instances is
sufficient. The main drawback of the SVM is the low learning and prediction speed, such
as the inability to react to changes in the data stream. Further, SVM models are extremely
difficult to interpret [121]. Further, the performance of SVM-based classification models
depends on a proper parametrization, e.g., choosing a suitable Kernel [89].

5.3. Specific Classification Problems

Although classification scenarios are traditionally often introduced as binary decision
problems, we frequently encounter more than two classes and/or labels, both in practice
and in theoretical application scenarios [40]. More precisely, a distinction has to be made
between multi-class and multi-label problems.

In the first case, an observation ~x ∈ X is classified into an l-dimensional space
Y = {C1, . . . , Cl} of l ≥ 3 classes. A common way to deal with multi-class problems is the
one-vs-all principle, which is based on l binary classification models [149] (one model per
class). Each of them is generated using labeled instances of the respective class of interest
on the one hand (1) and the instances of all remaining classes on the other (0). It should be
noted that nowadays, various classification algorithms—e.g., neighborhood-based methods,
or trees—can deal with more than two classes by nature.

In the case of multi-label problems, instances will not only be assigned one but
several classes simultaneously. That is, the feature vector of the i-th observation remains a
p-dimensional vector ~xi = (xi1, . . . , xip) ∈ X . However, extending the previous notation,
the corresponding outcome will no longer be a single class label yi ∈ Y , but instead a
k-dimensional vector ~yi = (yi1, . . . , yik) ∈ (Y1 × . . .× Yk), where each element yij ∈ Yj,
j = 1, . . . , k, maps to its own finite set Yj of lj class labels.

The following approaches are common when dealing with Multi-Label problems:
First, multi-label problems can be separated into several binary problems (called binary
relevance), meta labels of label combinations (called label power sets), and a set of label
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pairs (called pairwise). These approaches are referred to as problem transformation. The ap-
propriate strategy depends on the data basis. Binary relevance is an easy-to-understand
method, which is often implemented in the context of ensemble models. A disadvantage
of this method is that no label correlations are considered here, i.e., each label is assigned
independent of all other labels. On the other hand, label correlations are considered within
the label powerset approach. Here, however, the focus is on essential interactions to coun-
teract the sparsity of data points and achieve a meaningful classification, e.g., by selecting
important label correlations [150]. The pairwise approach is rarely used in online settings
due to its high computational complexity in large-scale multi-label problems.

Another possibility for dealing with non-binary problems is extending the classifica-
tion algorithms (such as decision trees). One example is the extension of the Hoeffding
Tree algorithm [151]. Here, leaf nodes exist for every necessary label combination in the
label powerset.

For a comprehensive overview of multi-label stream classification, we refer to the
survey paper by [40]. They discuss a wide range of multi-label stream classification
algorithms, their ability to adapt to changes in the data stream, and standard multi-label
datasets. As an evaluation criterion, the authors analyzed the algorithm performance in
terms of the F1 metric and the running time. By benchmarking multiple algorithms on
different real-world and synthetic data sets, they give a good overview of the strengths
and weaknesses of the individual approaches. The authors conclude that a Multi-Label
ensemble with Adaptive Windowing (MLAW), proposed by, shows the best classification
performance and efficiency results. The authors conclude that there is room for further
research on handling and detecting different types of concept drift, imbalanced classes,
and temporal dependencies of labels.

6. Classifier Maintenance

Using a stream classifier is always aligned with its maintenance. The stream classi-
fication model’s (hyper-)parameters might have to be adjusted in case of changing data
distributions, which are checked by evaluating current classification performance. Thus,
maintenance includes the reliable detection of changes (drift detection) and adequate test-
ing and updating of the existing classification model. An overview of the discussed topics
is displayed in Figure 8.

6.1. Concept Drift

The topic of changes in streaming data is an integral part of stream classification
applications. It should be noted that in addition to the term concept drift, alternative
formulations can also be found in the literature. Other terms are, e.g., concept change,
distribution, or data shift [36].

Different types of concept drift can be distinguished. Due to the many strands of
research, various terminologies have developed over the years. Table 6 lists the work cited
in drift detection and the distinctions of concept drifts. Combining the findings within
those works, four different concept drift types can be differentiated. Within Figure 9, we
present a graphical comparison of them. Within a sudden (also known as abrupt) concept
drift, the data distribution changes suddenly at a certain point in time. In other words,
the new concept replaces the old one completely. Whereas during an incremental drift,
the data distribution changes progressively over a period of time. In contrast to the sudden
drift, the old concept vanishes smoothly within an incremental drift. A sudden drift occurs,
for example, when a new sensor type is included in an IoT application. An incremental one
is comparable to a setting where a sensor becomes slightly more and more inaccurate over
time [4]. Some researchers also mention the category of gradual concept drift, where first a
new concept appears within the old one for some periods in time [4,152]. At some point,
the new concept replaces the old one completely. Please note that the terms sudden/abrupt
and gradual are sometimes related to the speed or duration of a drift [153].
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Figure 8. Stream classification model maintenance consits of several building blocks. After an initial
setup of the algorithm, the model is maintained, while predictions are made simultaneously.
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Figure 9. Different types of concept drifts that display possible data distribution changes over
time (based on [4,36]).

So-called reoccurring (or seasonal) concept drifts, follow a periodic pattern, where the
old and the new concept alternate [4,36].

Researchers also differentiate regarding the subject of the respective drift [153]. The first
category is the class changes, called class drift, prior probability shift, or more prominent
real drift. Here, Class probabilities P(Y|X ) change over time. The second category is
called covariate drift, or virtual concept drift, where the distribution of features P(X) shifts.
Of course, a combination of both, where the distribution of features and classes occur, is
possible [36].

A particular case of drift is the appearance of novel classes [153]. Within the scenario
of the novel or emerging classes, a new and previously unknown class is added to the
stream scenario. Sometimes, this is also denoted as a concept evolution [154]. Some works
make other distinctions in the context of concept drifts. These, e.g., cover the severity,
predictability, and frequency of changes in the data stream [4]. We recommend the work
of [153] for the interested reader. The authors discuss the different terminologies extensively
and relate them to each other in a broad taxonomy.

6.2. Drift Detection Algorithms

Since concept drifts can occur in various forms, numerous detection approaches exist.
Concept drift detectors are either part of the actual classification algorithm itself or run
parallel to the classification task and send an alarm to the actual classifier [1]. Summarizing
works give an overview of algorithms for concept drift detection [4,36,85,112,118,155–157].
Depending on the specific work, taxonomies and terms, as well as the focus of concept drift
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detection algorithms, differ. Table 6 gives a quick overview of the covered aspects of the
works. In the following, an overview of the most prominent techniques mentioned in most
of the examined papers is given.

Table 6. Overview of summarizing drift detection work and used terminologies of drift types, as well
as detection algorithm categories.

Work Drift Types Drift Detection Catgeories

[4] Sudden/abrupt, incremental Gradual,
reoccurring

Sequential analysis, control charts,
Distribution, contextual

[153] Real, virtual, abrupt, incremental, Gradual,
reoccurring, cyclical, full, sub

[154] Sudden, incremental, gradual, Recurring,
concept evolution

Offline, online, number of classifiers,
Supervised, unsupervised

[155] Statistical test, error, distribution
[36] Sudden,gradual, Incremental, reoccurring Error, distribution, multiple hypothesis

[112] Real, virtual, class prior, Abrupt, gradual, local,
Global, cyclic, acyclic, Predictable, unpredictable Sequential, window-based

[118] Sudden,gradual, Incremental, reoccurring

[85] Real, virtual Statistical methods, window-based,
Block-based ensembles, incremental

[156] Local, global Unsupervised batch, unsupervised online

[34] Abrupt, gradual, Incremental, real, virtual Distribution, sequential analysis, Statistical
process control

6.2.1. Error Driven

According to [36], most methods are based on the misclassification error rates of
the actual classification algorithm. If the error rate increases, the learned algorithmic
model no longer satisfyingly fits the data. One of the first error-based methods is the drift
detection method (DDM) [47]. (Please note, that [85] categorizes DDM related methods
as statistical-based techniques.) The error rates of the classification models are compared
based on landmark windows as soon as new labeled data are available. If the error increases
significantly, the method triggers the update of the classification model.

Over the years, further developments have been made based on DDM. The extensions
address different adjusting screws of the algorithm [36]. For instance, the Early drift detection
method (EDDM) monitors the distance between correctly classified instances in addition to
the error rate in order to detect changes already at the beginning of a drift [158]. However,
most of the algorithms listed in [36] and the methods discussed here can only detect the
point at which time drift occurs. Please note that, e.g., in [85], the DDM approach is listed
under statistical methods-based drift detection.

To detect the critical region of the substantial change in the distribution, an extension
of the algorithm based on the Hoeffdings Inequality (HDDM) can be used [159]. Manual
specification of window sizes is naturally error-prone. The fuzzy window DDM (FWDDM)
uses a fuzzy time window instead of the rigid one to address gradual drifts [160]. Also well-
known is the Adaptive Windowing (ADWIN) method proposed by [110] (see Section 4.2).
In the summarizing work of [85], the ADWIN algorithm is categorized as a window-based
drift detection.

6.2.2. Distribution Based

The second-largest class of drift detection methods is distribution based [36], i.e., the
distribution of newly arriving instances is compared to the historical distribution by a
suitable distance metric. For comparing two distributions, well-known and often used
metrics are, e.g., the Kullback-Leibler or the Jensen-Shannon divergence. An example of
the first is the Information Theoretic Approach (ITA). Historical and new data records are
divided into bins using a k-dimensional tree, and then the frequencies within the bins are
compared using the distance metric [161]. Large deviations indicate a change in the data
stream. The data-driven approach pursues the idea of detecting drifts directly at the source
and does not suffer from model intrinsic errors. A drawback of comparing large datasets is
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the high computational complexity [36]. Nevertheless, these algorithms are generally also
capable of detecting the severity of a drift. Similar to error-driven approaches, two samples,
namely the historical and the new dataset, must be carefully defined. Typically, this is
implemented using two sliding windows. Again, choosing the right size is, of course,
decisive. For example, recurring concepts must be recognizable in the data and not be
ignored by the wrong choice of window size.

6.2.3. Statistical Test Based

Within concept drift detection literature, authors often refer to statistical test-based
approaches [36,85,155,157]. Please note that the cited summarizing papers of this section
differ in their taxonomies. Within some works, the methods listed previously also fall
under statistical methods. For example, ref. [4] refer to statistical tests, which compare
two windows of a data stream (see Distribution Based). Ref. [157] count statistical tests as
subclasses of distribution and performance (or error)-based approaches. Ref. [85] states
that numerous drift detection methods are based on Sequential Probability Ratio Tests.
The idea of tests from that category is that if a distribution shifts, then the probability
of observing elements of this new Distribution should be higher than the probability of
observing elements of the “old” Distribution. An influential approach, following this idea,
is the cumulative sum (CUSUM) test [36,85,155]. CUSUM, first proposed by [162], raises the
alarm when the mean of the input data—e.g., the prediction error of the classification model
(as input data of the CUSUM drift detection method researchers propose the residuals
of the Kalman filter (see [36,85,155]))—is significantly different from a threshold value.
Ref. [36] refer to multiple hypothesis testing, where parallel and hierarchical testing can
be distinguished. In parallel hypothesis testing, several statistical tests are applied simul-
taneously to the input data stream. The algorithm Linear Four Rate drift detection (LFR)
proposed by Heng and Abraham tracks changes in the True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN) rate in parallel [163]. For each error
rate, a statistical test is applied. The assumption is that error rates remain stable within a
reference interval until a change occurs. Considering all kinds of error rates, the method
also applies to imbalanced data sets. Additionally, different errors can be weighted higher
by corresponding reference intervals.

Hierarchical testing usually follows a two-step approach [36]. First, drifts are de-
tected by the detection layer, and another hypothesis test is applied as a validation layer.
The algorithms in the field differ in terms of the used test statistics and detection strategies.
Returning to the idea of LFR, hierarchical Linear Four Rate (HLFR) is a recently proposed
hierarchical drift detection algorithm. In the first step, the drift detection algorithm LFR
is used as the detection layer. When a potential drift is detected, a zero-one loss test (the
Zero One loss test gives the proportion of misclassified instances, where the loss of zero
indicates no prediction errors) is performed on training data splits to confirm (or deny)
the validity of the suspected drift. Therefore, sequentially ordered training data are split
into batches. The idea is that the concept drift is confirmed when the prediction loss on the
sequentially ordered training data batches deviates significantly from that of the shuffled.
If the concept drift is confirmed, the upgrade of the classification model is triggered.

6.2.4. Semi- and Unsupervised

Especially for novel class detection, we find several clustering-based algorithms.
Within the OLINDA method, a k-means algorithm is executed as soon as incoming data
points cannot be assigned to one of the existing clusters of the classes [164]. The produced
clusters are then verified. A valid cluster must be cohesive, meaning that instances must
meet a similarity threshold. Further, the number of instances within a cluster must exceed
a minimum number. Depending on the location of the new cluster, an existing class (macro
level) is extended by this cluster (micro-level), or a concept drift is recognized. The MINAS
algorithm works similarly. Here, a cluster is connected to an existing class’s cluster if the
distance of the centroids does not exceed a predefined threshold [165].
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Accordingly, a grid-based clustering approach can handle changes in the data stream
and emerging classes [166]. The Evolving Micro Clusters (EMC) algorithm determines class
memberships by grid-based evolving microclusters. For this method, a grid is applied over
the entire data search space. Each observation is assigned to a cell within the grid. New
classes can be detected by measuring the density of data points in the grid. Accordingly,
grid density-based clustering approaches can be used to detect changes in the input data
stream [140]. The grid density information is used to sample the training instances of the
actual classifier. When a grid reaches a predefined density threshold, the grid is considered
for training. Areas that do not reach this threshold indicate changes in the stream or outliers.
Depending on the individual situation, clusters are re-formed, split, or combined when a
new dense grid emerges. Following the same idea, the SAND classification algorithm also
uses the grid’s density to detect new classes [142]. Additionally, the algorithm contains a
drift detection method based on the confidence values of the classification algorithm.

6.2.5. Reoccurring Concept Detection

A unique form of concept drift is that of reoccurring concepts. For example, one can
think of a measurement series subject to seasonal variations. In this case, standard methods
would forget essential information, which may become necessary again later. Therefore,
particular interest is given to detecting reoccurring concepts in data streams. The aim is
to keep models which have become unusable in reserve for reuse at a later point in time.
Conventional for this scenario is the use of classifier ensembles. For example, the Concept
Profiling Framework (CPF) uses a collection of different classification models [167]. A drift
detection mechanism triggers the archiving of new labeled instances when a threshold
for the classification error is reached. Based on this archived set, all existing classifiers
are tested. If no suitable model is found, a new model is trained. Likewise, the similarity
of the classifiers is evaluated so that the collection remains diverse, and the new model
replaces the most previously similar classifier. In order to prevent the erroneous deletion
of a classifier, in the extended version, both models initially remain. Only if it could
be ensured over an extended period that both represent the same concept is the old
model discarded [168]. While Anderson et al. based the drift detection on the model
error, the detection of reoccurring concepts could also be conducted by comparing data
distributions in the stream (see data-based methods).

Promising research directions are the handling of imbalanced data [118], drift detection
in case of missing values [112], as well as the inclusion of temporal dependencies [155].
Ref. [36] states that drift detection methods should be enhanced in terms of their ability to
provide information about drift types and regions. Further, ref. [157] see potential in the
automated parameter tuning of drift detection and stream classification algorithms.

6.3. Update Mechanisms

A model update follows the evaluation and detection of a change in the data stream
to maintain classification accuracy. The following update strategies can be distinguished:
it can be differentiated between whether a single algorithm or an ensemble needs to be
updated [154]. While in the former case, the single algorithm is adapted along its usage,
the update of ensembles is often proceeded by introducing new and deleting old ensemble
members. Usually, updating is conducted after external feedback about the actual labels
has become available. Labeling is performed either by an expert or automatically, e.g., via
an active learning approach on a temporary recurring basis (see Section 4.3). Updating
stream classification models is a widely discussed topic. It needs to be timely and efficient
and should not hinder the actual use of the classification algorithm. Note here that the
data segmentation strategies discussed in Section 4.2 can also be used to determine the
point in time and the amount of data used for updating the model. The following sections
provide links to the different window types used in various updating modes if necessary
(for reference, see Section 4.2).
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6.3.1. Updating Mode

Generally, the learning of data stream models can be differentiated between the
incremental adaptation of the old, or the complete retraining of new models [4]. In the latter
case, new training instances must be collected over time. Like the typical batch learning
approach, the old model is discarded and succeeded by a new one, which is similar to
the landmark time window approach. Complete retraining is often conducted by models
adapted from the traditional batch setting.

In the incremental case, the labeled data points are fed into training one by one. Well-
known examples are the VFDT, where new examples are added and updated leaf statistics,
and the STAGGER algorithm [53,127].

The update itself can affect the complete model (called global replacement), or just a
part of the model (called local replacement) [4]. Whereas decision trees or decision rules
can be updated partially, other algorithms, like Naive Bayes, must be retrained as a whole.

6.3.2. Adaptation Methods

The adaptation of the model can be conducted in an informed, or blind manner. Note
here that these adaption methods are also called active or passive learning in other works,
e.g., by [1]. In the former case, the update happens after a triggering event. This event can
be, e.g., the deflection of a change detector or the excess of a threshold (e.g., model error).
In blind model adaptation, the update happens without any special trigger event on a
recurrent time basis. Incremental classification models are updated blindly by nature since
they evolve with data. Again, the VFDT is an exemplary algorithm. Without any strategy
to explicitly detect concept drift, the model adapts to the most recent data, e.g., compare
Section 4.2 for references on segmentation. It updates itself as soon as a new labeled
instance arrives and thus reacts to the current concept without triggers. In this case, it may
also make sense to degrade older data records with a suitable fading factor. The idea is to
weigh old labeled data points less over time in the training process. Informed (or active)
classification methods can be implemented by including a drift detection algorithm.

For more detailed information, several surveys or extensive studies present different
aspects of drift detection and update mechanisms in data streams [4,36,154]. The authors
structure groundwork algorithms based on their possibilities for drift detection and main-
tenance. In addition, they discuss various synthetic as well as real-world datasets [36].
Researchers interested in stream data with specific drift characteristics can find a compre-
hensive overview of relevant datasets in their study.

6.4. Evaluation

Stream classification is an adaptive learning approach. When the data distribution
changes, the model has to be adjusted to maintain a high model performance. Thus,
thoroughly monitoring, displaying, and interpreting performance measurements over time
is a primary concern. The kind of performance measure must be chosen regarding the goal
of the learning task and the dataset at hand. More specifically, the following four aspects
are discussed: (a) the procedure when and on which data basis the model is tested, (b) the
performance metrics used for this purpose, (c) the statistical test that can be conducted to
compare different performance measurements, (d) evaluation of ensembles, as well as (e),
how to evaluate concept drift detection algorithms.

6.4.1. Test Procedure

First of all, users must determine what portion of data they will use for training and
testing. In stream classification, it is assumed that the instances appear in fixed sequential
intervals and that the corresponding ground truth is directly available. However, standard
techniques of the offline classification setting, e.g., cross-validation, do not always meet the
requirements of the online setting since they would destroy the temporal order of data [4].
Thus, problem-tailored methods for the streaming scenario evolved.
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In many works, e.g., by [4,7,36,84,88,169] three different validation methods are dis-
cussed: holdout, prequential evaluation (also named test-then-train), and controlled per-
mutations. Within the holdout strategy, one data subset is selected for training, the rest
for testing. In the stream setting, the latter subset should represent the exact distribution
currently present in the data. Thus, it can only be applied in artificial settings when the
user can define (a) the occurrence of concept drifts and (b) the exact training and testing
subsets in advance [88].

Prequential schemata apply an interleaved test-then-train approach: each data record
is used to test model performance and afterward to (re-)train the algorithm. Thus, this
method maximizes the data’s usability. In contrast to holdout, the concept of drifts does
not have to be known in advance. However, it may produce biased results, since the data
stream is first used for testing and then for training. Controlled permutations overcome this
issue. This approach runs multiple test runs with randomized portions of the data stream.
Then, the portions are permuted in a sophisticated controlled way to preserve the local data
distribution. More precisely, observations initially close concerning time remain close after
a permutation. Accordingly, users who expect sudden concept drifts are recommended to
use this method [7].

Refs. [83,170], criticize that, in all of these approaches, immediate availability of the la-
bels is assumed. However, in real-world settings, a verification latency may occur. Ref. [170]
discusses the example of the prediction of flight delays. A plane’s delay is calculated after
its departure, i.e., the actual delay is available hours after the model predicted the possible
delay. This time can be divided into bins until the ground truth is available. For each bin,
for every observation, a prediction is made. Then, for each sub-period of time, a perfor-
mance metric is calculated. Thus, the change in the performance metric over time can
be analyzed. Finally, when the current data instance’s accurate label arrives, each bin’s
performance metric can be compared to the final label, and an overall model evaluation
takes place.

6.4.2. Evaluation Metrics

After the (delayed) labels arrive, they can be compared to the model predictions.
Metrics can be calculated to assess the performance of the stream classifier. Generally,
many works differentiate between three different types of metrics: indicators based on
the confusion matrix, kappa statistics, and other criteria related to speed and memory
usage [7,36,37,84,88].

As can be observed in the comparative work of [107], metrics based on the confusion
matrix, displayed in Table 7, are the most often-used performance measures. As such,
commonly used metrics for benchmarking are Accuracy Acc = (TP + TN)/(TP + FP +
FN + TN), Recall Rec = TP/(TP + FN), and Precision Pre = TP/(TP + FP) [88,112,131].
Further, the F1-score F1 = 2 · (Pre ·Rec)/(Pre+Rec) aggregates two of the previous metrics
in one score, which is particularly useful in the case of imbalanced data. Next to numerical
performance indicators, refs. [36,86] list the Receiver Operating Characteristic (ROC)
curve as a standard graphical representation of the trade-off between class assignments.
The points spanning the ROC curve depend on the threshold the classifier uses for assigning
observations to the positive or negative class. By calculating (and displaying) a convex hull
of the points along the ROC curve, the best classifier or threshold can easily be identified as
the one with the largest convex hull and thus covered area. Similarly, the trade-off between
recall and precision can be displayed in the Precision-Recall curve [86]. ROC and Precision-
Recall curves can be summarized in a single value, the Area Under the curve (AUC), called
AU-ROC or PR-AUC. To adapt these methods to the streaming context, they are calculated
incrementally after the arrival of new observations. For example, ref. [171] presents the
Prequential AU-ROC. In contrast to the conventional AU-ROC, it is invariant to changes in
the class distribution, as it is incrementally updated.
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Table 7. Schematic overview of a binary confusion matrix.

Actually Positive Actually Negative

Predicted positive True positive (TP) False positive (FP) TP + FP
Predicted negative False negative (FN) True negative (TN) FN + TN

TP + FN FP + TN TP + FP + FN + TN

Although the metrics based on the confusion matrix are often used in stream settings,
they are also criticized in the literature. For instance, ref. [169] mentions that the classes
are frequently imbalanced in the stream setting. A potential approach for processing
imbalanced data is aggregating as many fields as possible from the confusion matrix, as
it provides a more accurate assessment of the actual classification abilities. Still, ref. [169]
introduces the Kappa statistic κ, ranging in the interval [0, 1]. In its basic form, the Kappa
statistic relates the accuracy of a trained classifier with the accuracy of a random classifier.

A variant of this metric with a dedicated focus on the stream setting is κper, which can
handle data with temporal dependence [83]. In such scenarios—e.g., when investigating
the recordings of surveillance data—the chronological order of observations is of particular
relevance. In contrast to its classical counterpart, κper compares the trained classifier’s
accuracy with that of a persistent classifier, i.e., a classifier that always predicts according
to the label of the most recently observed instance. Thus, this metric helps to identify
misleading classifier performance over time once these two performances diverge. Related
to this line of thought, ref. [84] presents the generalized or combined Kappa statistic by
computing the geometric mean of κ and κper.

Since stream classification deals with a huge amount of data that must be processed
and kept in memory, other criteria, such as algorithm speed, memory usage, and CPU
capacity utilization, are also relevant for evaluation. Here, especially the RAM-hours are
discussed [4,36]. RAM hours indicate the number of gigabytes of RAM deployed per hour,
which originally stems from the cost of renting cloud computing services [172]. Ref. [40]
presents the running time, which is the time an algorithm needs to run on a dataset,
i.e., a predefined number of data records, and is generally measured in seconds. Ref. [88]
emphasizes that the duration of all preprocessing steps must also be considered.

Based on our literature search, the methods presented above are conventional in the
general stream classification setting. However, other metrics might be relevant for particular
purposes or well-defined specific research areas. For evaluating multi-label classification
problems, ref. [40] differentiate between example-based and label-based evaluation metrics.
Example-based metrics assess the classifier’s performance for all instances by combining
and averaging the performance metric over the whole dataset, while in the label-based
case, the performance for each label is assessed before it is averaged.

Although advancements have been made toward stream classification-specific perfor-
mance measures, authors still criticize the lack of a holistic performance metric. Current
evaluation metrics for stream classification measure individual or local aspects along the
stream but do not assess all problem dimensions for the complete stream [36,86,112]. Espe-
cially problem settings that complicate the standard settings for stream classification—such
as the emergence of novel classes, multi-label classification, or highly imbalanced classes—lack
appropriate measures [7,86].

6.4.3. Statistical Tests

Statistical tests can be used to assess the significance of classifier performance and serve
as a comparison of different classifiers. Generally, the test can be differentiated in parametric
and non-parametric tests. In parametric statistical tests, the sample data are assumed to be
derived from a population that can be adequately modeled by a probability distribution
with a fixed set of parameters. In a non-parametric model, no explicit mathematical form is
assumed for the distribution when modeling the data, but assumptions are made about
that distribution, such as continuity or symmetry.
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The McNemar test is non-parametric and evaluates whether two given classifiers
perform equally well [173]. Specifically, it compares whether the marginal frequencies,
i.e., the total row and column values of the confusion matrix, of the predictions of the
two classifiers are equal. Similarly, the sign test compares the number of data instances
misclassified by the first classifier and correctly classified by the second classifier. A one-
sided test is performed to determine which classifier has fewer misclassified data instances
based on these differences. Next to these two tests, a Wilcoxon signed-rank test can be
used [174]. The difference between the classifier results is calculated and increasingly
ordered to build ranks for the test statistic. One classifier outperforms the other if the
population ranks differ substantially, since, in this case, the corresponding test statistic
exceeds the critical value [36]. The Nemenyi parametric test can be used to compare
pairwise performances [175]. The average rank of all classifiers over multiple datasets is
calculated and compared to determine the best classifier.

Although these tests are discussed in several stream classification surveys, they are
often criticized, since they are inherently static and do not represent the temporal evolution
of stream classifier performance [36,84,169]. In consequence, since there has been no
advancement in replacing them with more appropriate statistical tests, statistical tests,
in general, are not discussed in more recent studies [7,88]. Additionally, no comparative
studies exist that evaluate the usefulness and suitability of different tests.

6.4.4. Ensemble Evaluation

In the case of algorithm ensembles, their algorithms need to be assessed on an individ-
ual basis and in terms of their contribution to the portfolio. More specifically, most works
differentiate between measuring group composition and group performance. The accu-
racy of single classifiers and classifier differences are crucial for increasing the ensemble’s
performance as a whole [5,84,126].

Group composition can be measured by evaluating the ensemble’s diversity and, thus,
complementarity. Intuitively, the diversity of the ensemble measures the heterogeneity
of its members, i.e., the benefit which can potentially be obtained by using several classi-
fiers. High classifier heterogeneity leads to uncorrelated votes of the ensemble’s members,
increasing performance. Nevertheless, note here that no correlation between ensemble
diversity and accuracy exists. It might happen that a highly diversified ensemble still
performs poorly. The relation between diversity and accuracy in this setting is further
discussed by [176].

In many works, the ensemble diversity in the streaming scenario is measured using
batch processing metrics [176–178]. For example, ref. [126] calculated standard diversity
measures and visualized them over time to meet streaming scenario challenges. Standard
measures are, for example, Yule’s Q and the disagreement measure D. Both take values
in the range of [−1, 1]. Yule’s Q assesses whether the number of equal predictions of
two ensemble members matches the number of divergent predictions. The measure of
disagreement D is the ratio of the number of cases where one classifier is correct, and the
other is incorrect relative to the total number of cases. Ref. [179] published diversity
measures for streaming scenarios. He introduced two new trend diversity measures for
data stream classification ensembles, the pair and pool error trend diversity measures.
These diversity measures were developed based on the direction and magnitude of changes
in the error trends of the base classifiers as they process subsequent samples and cope with
stream changes.

In the end, the ensemble’s performance is measured with the same metrics as for the
single classifier case. In their respective studies, for example, refs. [177,178] used accuracy,
the F1-score, and the prequential AU-ROC next to other standard evaluation measures to
assess ensemble performance. A more detailed overview of these evaluation metrics is
given in Section 6.4.2.
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6.4.5. Drift Detection Evaluation

If concept drift detectors are incorporated separately in the overall stream classification
pipeline, they must also be evaluated. Their performance directly influences the assessment
of the model, because only in case of drifts are correctly detected can the classifier make
accurate predictions. The principles of assessing classifier and concept drift detector
performance are similar: the exactness of the detection and the resilience against false
alarms should be taken into account. Thus, the probability of detecting actual changes
should be high, while the probability of raising a false alarm should be low. For an overview
of requirements for drift detection algorithms, we refer to the works of [4,112,155,180].

Generally, concept drift detectors are tested either on synthetic data or a dataset
without concept drift. Drifts must be known in advance to assess whether the detector can
detect them accurately or if they do not occur so that the false alarm rate can be tested.
Referring to Table 2, all generators could potentially be used for this purpose, since the
researcher can determine when and how a drift occurs. Additionally, the RandomRBF
by [50] or the Agrawal generator by [54] do not incorporate drifts at all, which thus could be
used to test the False Alarm Rate. This rate, as well as the misdetection rate, are discussed
by [180]. They measure how often the algorithm falsely assumes a concept drift or a drift
that comes unnoticed by the detector.

In contrast to that, refs. [4,155] present measures based on the time until the drift is
detected instead of concentrating on error rates. The mean time between false alarms—or
also called average run length—measures the expected time between false alarms when no
change occurs. The mean time detection measures how fast the detector recognizes a drift
after it occurs. Derived from that, the missed detection rate displays the probability of not
detecting the drift when it occurred. Additionally, the Mahalanobis distance can be used to
measure the span between the moments of change occurrence and change detection [181].

In most of these studies, either newly developed drift detection algorithms are tested
all at once, or an overview of current drift detection evaluation metrics is given. A compar-
ative study of these metrics, i.e., in which setting which kind of metrics should be used,
unfortunately, has not been conducted so far.

Evaluation of stream classification models is a broad topic and bears significant differ-
ences from standard batch processing. The temporal dependence of the data, as well as
possible verification latencies, impedes traditional evaluation methods. Which method is
used depends on the type of dataset at hand and the computational resources. For example,
on the one hand, keeping track of time between drift detection can be a computational
overload for some use cases. On the other hand, comparing different metrics may yield
a more accurate picture of drift detection performance than just a single metric. Thus,
the continuous development of stream-tailored procedures and metrics remains an essen-
tial research task.

7. Current and Future Research Directions

We have provided comprehensive insights into the literature regarding the Stream
Classification process. For each process step (see Figure 1), the most influential and
fundamental works were presented. Next, an overview of current research directions is
given by using a global list of identified challenges as a basis. Finally, we will look at recent
works and briefly summarize the research directions addressed therein.

7.1. Central List of Future Research Directions

Based on the works presented in Sections 3–6; we identified the following open
challenges in data stream classification:

• The lack of appropriate real-world benchmark datasets is a problem in data stream
classification, especially in areas where privacy or other regulations are applied,
e.g., in health care or when using social media data. A safe and secure way to share
the datasets must be identified and developed.
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• Most preprocessing methods (e.g., discretization) still are in preliminary stages, as they
have issues with efficiency in stream scenarios.

• Dealing with missing data is a challenging task, especially in evolving data streams.
• The combination of several data stream sources, as well as handling high-dimensional

data, is in the early stages.
• Imbalanced data is a problem in data stream classification scenarios. This challenge

touches on preprocessing tasks such as under- and oversampling and the actual
classification and drift detection methods.

• Neural network-based approaches are often inferior in efficiency.
• A unified metric or concept for evaluation of stream classifiers is still missing. Due

to the data’s time dependency and possible verification latencies, current evaluation
measures derived from the batch setting are not suitable for stream classification.

• More research regarding the detection of the type of concept drifts is needed.
• Promising potential lies in automated (hyper-)parameter configuration of classification

and drift detection algorithms.

7.2. Current Work in the Field

In this section, we elaborate on current research directions in the field. To this end, we
have summarized the topics of all papers from 2020 and 2021 (from our literature database)
in a word cloud showing the most prominent words in each title and abstract. We also
included articles only available on ArXiv to analyze current research strands. The result
can be observed in Figure 10.
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Figure 10. Wordcloud of titles and abstracts of papers published in 2020 and 2021.

7.2.1. Data Sources and Benchmarking

Some words such as “real-world”, “dataset”, and “synthetic”, indicate that research
is conducted in the field of benchmarking data sets. At the moment, especially the IoT
sector and activity recognition problems are prevalent in the literature [9,13,15]. Recent
works related to the COVID-19 pandemic have been published, in which stream classifi-
cation methods are used, e.g., for facial mask detection or the processing of ultrasound
images [29,30]. Considering the mentioned examples, it becomes clear that a special in-
terest is observed regarding the issue of privacy protection. Since data sources, such as
IoT devices or recordings of individuals, are often based on sensitive user data, this is an
additional challenge for stream classification algorithms [182]. In the future, researchers
must test modern methods of preserving data privacy, such as decentralized data storage,
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for their suitability for stream classification. In decentralized storage, data are not stored in
a central location such as a cloud but in individually encrypted blocks [183,184].

A similar problem exists in the social media domain, since social networks restrict
data sharing among researchers for the same reasons. Thus, finding benchmark solutions
for social media stream data—an image and textual-based—remains a challenge for future
works [46].

As shown in Figure 3 as well as Table 3, more numerical data sources are available than
image and textual data sources. Generally, the generation and sharing of more real-world
benchmark datasets remain an open task for the future. Existing datasets are often too small
or have other flaws such as dependent labels [34,86]. Recently, published works incorporate
multi-object detection and tracking, as well as multi-stream input [28,185,186]. Thus,
more challenging datasets are also required, which reflect the current state of technology,
e.g., for processing images of highly sensitive cameras that produce numerous images per
second [187].

To incorporate data sources and other parts of the stream classification pipeline,
frameworks can be used. The literature review demonstrated that few frameworks exist
for stream classification purposes, while many more exist for handling stream data but
cannot be used for classification. River and MOA are the most comprehensive frame-
works under active development. Until now, MOA is the most cited framework in recent
literature [13,124,188]. However, River also provides a broad range of stream classification
data sets, algorithms, drift detection, and evaluation methods for smaller tasks or situations
where researchers want to execute the stream classification pipeline in Python.

7.2.2. Data Processing

Words such as “feature”, “high”, “big”, “label”, and “outlier” demonstrate that re-
searchers work on challenges of (pre-)processing tasks such as outlier detection, labeling,
feature selection, and high dimensional data. A current example is feature selection for
multi-dimensional time series data. Within [189], relevant features are filtered by calcu-
lating their correlation with classes of the decision problem. The authors evaluated the
algorithm on six (mainly motion-capturing related) data sets and reported significantly
lower computational costs in contrast to other methods in the field. Ref. [190], on the other
hand, take the approach of splitting up data streams in a meaningful way and processing
them further based on this. Their main contribution is that the date’s origin (here called
entity) contains information useful for solving the decision problem. IoT data is split per
sensor into so-called sub-streams, for example. The approach also proposes a sampling
approach called k random entities, which selects suitable sub-streams for the classification
problem. The authors evaluate the approach on three data sets of different domains. They
conclude that the approach has potential in both the medical and sensor data fields, but the
sub-stream selection part needs further investigation.

The cleaning of highly noisy data streams is another important task for future work.
Ref. [191] enhance online stream classification algorithms by using prediction uncertainty
and active learning. Conflicting opinions of the classifiers of the ensemble are stored as
features, and instances are sent to an expert oracle from time to time. Evaluations of
IoT, cloud task and face recognition data sets show a significant increase in classification
accuracy and the cross-domain suitability of the algorithm.

7.2.3. Stream Classification Algorithms and Architectures

The word cloud offers words such as “deep”, “neural”, “network”, “ensemble”,
and “models”, which indicate that researchers investigate classification algorithm develop-
ment. Examples are further development on dynamic ensemble selection methods under
evolving data streams [192], or adaptions of the ARF model [193]. The modified ARF
algorithm combines the original adaptive forest approach with the compressed sensing
method. By this, the algorithm tackles the problem of high-dimensional data. Compressed
sensing is used as an internal preprocessing step and ensures that sparse data is com-
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pressed and only a smaller number of crucial and low coherent features is used for further
actions. The authors evaluated the approach using the MOA framework and the contained
datasets. They also created three Twitter datasets with the MOA Tweet reader to analyze
the algorithm’s performance, specifically on high-dimensional data. They tested the ap-
proach regarding its classification accuracy and performance indicators such as memory
utilization and computation time. Using the complete feature information and ARF with
the dimension reduction of compressed sensing showed comparable performance with
lower computational costs. It outperforms state-of-the-art algorithms such as Hoeffding
Adaptive Trees, Self-Adjusting Memory kNN, and Naïve Bayes [193]. Ref. [194] propose
an algorithm to handle high-dimensional data with seasonal concept drift. They adapt to
the AODE classifier based on the idea of a classical Naïve Bayes, relaxing the independence
assumption of features. They include time as a powerful feature that calculates correlation
to classes and other features. The authors evaluated the algorithm on two text-based
real-world data sets against nine state-of-the-art tree and frequency-based algorithms and
achieved consistently better results.

Aligned with the increase in computational resources, various works explore the use
of deep neural networks in the context of data stream classification. Of course, CNN’s are
constantly being developed and improved. For instance, in image analysis, it can be helpful
to combine several network structures to process different information sources of an image.
For example, ref. [15] uses a two-strand CNN approach, where one network operates
on two extracted feature bases that can be obtained from an RGB color-coded image.
The authors evaluated their approach to 3D-sign recognition data sets and demonstrated an
improvement in classification performance compared to state-of-the-art models in the field.

Ref. [195] introduces a BERT-based deep learning model for streaming NLP tasks.
Concretely, their approach is based on an adaptive network that outperforms state-of-the-
art approaches, especially regarding imbalanced data distributions. Moreover, ref. [196]
introduces a Recurrent Neural Network for astronomical lightcurve classification with a
focus on imbalanced data streams. The authors do not apply sampling strategies to the
telescope data but modify the algorithm so that the bias towards the majority class is down-
weighted. Further, they include additional contextual information—e.g., distance to other
galaxies—into the classification setting. They demonstrate that the approach outperforms
algorithms without a weighted function and additional contextual information.

7.2.4. Classifier Maintenance

As depicted in Figure 10, a large number of research papers of the last two years
include the topic of “concept drift”, “detection”, or the appearance of “novel” classes.
For example, a state-of-the-art approach to finding novel classes is to use neighborhood-
based approaches [197]. Concretely, they focus on the cohesiveness and separation index
of the Mahalanobis distance. Similarly, ref. [166] base their emerging class detection and
classification on microclusters. All data instances not immediately assigned to a close
microcluster are clustered with a k-means algorithm, and if the clusters are pure, a novel
class is detected. Ref. [198] introduces a density-based clustering approach where they
monitor sub-cluster regions to detect and adapt to concept drifts and detect novel classes.

Moreover, words related to classifier assessment such as “performance” and “accu-
racy”, as well as “evaluation”, can be observed. Assessing the performance of stream
classification models is a multi-dimensional problem requiring many steps. Some are
already adjusted to the requirements of stream classification, while others still use methods
derived from the static setting. First, the training and testing data have to be determined.
Prequential evaluation and controlled permutations are state-of-the-art methods for the
stream setting, as can be observed in the recent comparative works of [7,88], since they take
the volatile nature of stream classification data into account.

In contrast, most works on metrics focus on time-tested measurements derived from
the static setting. For example, measures such as accuracy, precision, and recall are used in
recent studies, as can be observed in the comparative work of [30,107,199,200]. However,
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this kind of metric does not reflect the volatile nature of stream classification data and
algorithms. While there are metrics that have been adapted for the stream classification
scenario—such as the κ statistics [83,169], no further progress has been made recently. Nev-
ertheless, other relevant metrics such as the duration of all preprocessing steps, RAM
hours, or memory usage are used in recent works to assess different dimensions of the
stream classifier’s performance [88]. However, a unified metric or concept is still miss-
ing. The data’s time dependency, as well as possible verification latencies, complicate
conventional assessment methods. Particularly in the case of problems that complicate the
standard classification of data streams—e.g., the emergence of novel classes, multiple label
classification, or highly imbalanced classes—appropriate measurement frameworks are
still missing, as pointed out in the works of [7,86].

The same issue applies to statistical tests for comparing classifier performances. These
tests were developed for comparing classifier results in static settings and are not for stream-
specific requirements. Although they are not included in recent surveys, e.g., by [88] or [7],
they are still being used in novel studies, such as, for example, by [201,202]. Since they are
not developed to test for the variable stream setting and take more than one dimension
of the problem into account, they only provide a very limited view of the classifier’s
performance. Ensemble evaluation methods also mostly rely on batch processing metrics,
although advancements for stream purposes are being made. Ref. [179] introduced two
new trend diversity measures based on the direction and magnitude of changes in the error
trends of classifiers. This measure is used in recent studies, e.g., by [203,204].

Finally, the stream classifier and the drift detection algorithm must be evaluated.
Ideally, the algorithm should indicate a data distribution shift at the right point in time in
the right direction. A standard drift detection method that is being used in recent studies is,
e.g., the False Alarm rate [205]—however, a comparative study as a recommendation on
when to use which metric was not conducted until now.

Overall, advancements have been made to adapt classical evaluation procedures and
metrics to the stream setting. Nevertheless, especially when considering metrics, more
holistic indicators are required to display the actual performance of stream classifiers in
more than one dimension.

8. Discussion

Since data stream classification can be applied to a multitude of different application
areas, there are many diverse research directions. Although this yields the benefit of using
potential synergies with other domains, it also complicates finding standard concepts and
terms. Especially in the area of drift detection and the classification algorithms themselves,
it is noticeable that different taxonomies exist. This diversity makes it difficult for newcom-
ers to the field to get started. In this work, we give a broad overview of work in the field of
data stream classification. Thus, the main contribution of this work is to assist users in this
research field by structuring the literature according to the classical stream classification
process—the so-called stream classification pipeline. We provide an overview of the most
influential works for each process step and link appropriate summaries and benchmarking
papers. Finally, we also highlight future research directions, as well as current research in
the field. Our literature search encompassed 320 papers in the end.

While it becomes clear from earlier works that models have been adopted from the
offline setting, current research directions in the field are increasingly focusing on specific
solutions to data stream classification. Here, predominant are the topics of concept drift
detection and adaptation, evaluation, and issues around imperfect data, such as class
imbalance or missing values. In addition, high-dimensional data and complex classification
models such as deep neural networks offer room for improvement. Another research
strand that gets almost no attention is the automated (hyper-)parameter configuration of
stream classification algorithms. Since the underlying data stream is potentially volatile
in real-life, automatically adjusting the configuration would considerably increase the
classifiers’ quality.
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All in all, it can be said that the scenario of stream classification opens a diverse field
of research. Today, there is still no common sense in some steps of the pipeline. Therefore,
scientists in the field should always keep in mind the different research focuses and statuses
of the disciplines.
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